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The consumer “Internet of Things” is suddenly reality, not science fiction.  
Electronic sensors are now ubiquitous in our smartphones, cars, homes, electric 
systems, health-care devices, fitness monitors, and workplaces.  These 
connected, sensor-based devices create new types and unprecedented quantities 
of detailed, high-quality information about our everyday actions, habits, 
personalities, and preferences.  Much of this undoubtedly increases social wel-
fare.  For example, insurers can price automobile coverage more accurately by 
using sensors to measure exactly how you drive (e.g., Progressive’s Snapshot 
system), which should theoretically lower the overall cost of insurance.  But the 
Internet of Things raises new and difficult questions as well.  This Article shows 
that four inherent aspects of sensor-based technologies—the compounding 
effects of what computer scientists call “sensor fusion,” the near impossibility of 
truly de-identifying sensor data, the likelihood that Internet of Things devices 
will be inherently prone to security flaws, and the difficulty of meaningful 
consumer consent in this context—create very real discrimination, privacy, 
security, and consent problems.  As connected, sensor-based devices tell us more 
and more about ourselves and each other, what discrimination—racial, 
economic, or otherwise—will that permit, and how should we constrain socially 
obnoxious manifestations?  As the Internet of Things generates ever more 
massive and nuanced datasets about consumer behavior, how to protect privacy?  
How to deal with the reality that sensors are particularly vulnerable to security 
risks?  How should the law treat—and how much should policy depend upon—
consumer consent in a context in which true informed choice may be impossible?  
This Article is the first legal work to describe the new connected world we are 
creating, address these four interrelated problems, and propose concrete first 
steps for a regulatory approach to the Internet of Things. 
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[E]very animate and inanimate object on Earth will soon be 
generating data, including our homes, our cars, and yes, even our 
bodies.1 

—Anthony D. Williams, in The Human Face of Big Data (2012) 
 

Very soon, we will see inside ourselves like never before, with 
wearable, even internal[,] sensors that monitor even our most intimate 
biological processes.  It is likely to happen even before we figure out 
the etiquette and laws around sharing this knowledge.2 

—Quentin Hardy, The New York Times (2012)  
 

[A]ll data is credit data, we just don’t know how to use it yet. . . .  Data 
matters.  More data is always better.3  

—Douglas Merrill, Google’s former CIO & CEO of ZestFinance 

Introduction 

The Breathometer is a small, black plastic device that plugs into the 
headphone jack of an Android or iPhone smartphone.4  Retailing for $49, the 
unit contains an ethanol sensor to estimate blood alcohol content from  
the breath.5  The company’s website advertises that the device will give you 
“the power to make smarter decisions when drinking.”6  The device works 
only in conjunction with the downloadable Breathometer application (app), 

 

1. RICK SMOLAN & JENNIFER ERWITT, THE HUMAN FACE OF BIG DATA (2012) (paraphrasing 
Anthony D. Williams, Science’s Big Data Revolution Yields Lessons for All Open Data Innovators, 
ANTHONYDWILLIAMS (Mar. 30, 2011), http://anthonydwilliams.com/2011/03/30/sciences-big-da 
ta-revolution-yields-lessons-for-all-open-data-innovators/, archived at http://perma.cc/6JP-P2WE). 

2. Quentin Hardy, Big Data in Your Blood, BITS, N.Y. TIMES (Sept. 7, 2012, 10:37 AM), 
http://bits.blogs.nytimes.com/2012/09/07/big-data-in-your-blood/?_php=true&_type=blogs&_r=0, 
archived at http://perma.cc/45EZ-9LY5. 

3. Quentin Hardy, Just the Facts. Yes, All of Them., N.Y. TIMES, Mar. 24, 2012, 
http://www.nytimes.com/2012/03/25/business/factuals-gil-elbaz-wants-to-gather-the-data-univers 
e.html?pagewanted=all, archived at http://perma.cc/665S-7YWX; see also How We Do It, 
ZESTFINANCE, http://www.zestfinance.com/how-we-do-it.html, archived at http://perma.cc/WY59 
-9EFW (touting the firm’s philosophy that “All Data is Credit Data”). 

4. BREATHOMETER™, http://www.breathometer.com, archived at http://perma.cc/E88P-2JTT. 
5. Frequently Asked Questions, BREATHOMETER™, https://www.breathometer.com/help/faq, 

archived at http://perma.cc/HJL8-6VE8. 
6. See BREATHOMETER™, supra note 4. 
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which both displays the results of any given test and shows a user’s 
longitudinal test history. 

The Breathometer is representative of a huge array of new consumer 
devices promising to measure, record, and analyze different aspects of daily 
life that have exploded onto the market in the last twelve to eighteen months.7  
For example, a Fitbit bracelet or Nike+ FuelBand can track the steps you take 
in a day, calories burned, and minutes asleep; a Basis sports watch will track 
your heart rate; a Withings cuff will graph your blood pressure on your 
mobile phone or tablet; an iBGStar iPhone add-on will monitor your blood 
glucose levels; a Scanadu Scout will measure your temperature, heart rate, 
and hemoglobin levels; an Adidas miCoach Smart Ball will track your soccer 
performance;8 a UVeBand or JUNE bracelet will monitor your daily expo-
sure to ultraviolet rays and notify your smartphone if you need to reapply 
sunscreen;9 a Helmet by LifeBEAM will track your heart rate, blood flow, 
and oxygen saturation as you cycle; a Mimo Baby Monitor “onesie” shirt will 
monitor your baby’s sleep habits, temperature, and breathing patterns; a 
W/Me bracelet from Phyode will track changes in your autonomic nervous 
system to detect mental state (e.g., passive, excitable, pessimistic, anxious, 
balanced) and ability to cope with stress;10 and a Melon or Muse headband 
can measure brain activity to track your ability to focus.11  Other devices—
such as the popular Nest Thermostat; SmartThings’ home-automation 
system; the Automatic Link driving and automobile monitor; GE’s new line 
of connected ovens, refrigerators, and other appliances; and Belkin’s WeMo 
home electricity and water-usage tracker—can in combination measure your 
driving habits, kitchen-appliance use, home electricity and water 
consumption, and even work productivity.12 

 

7. For a more thorough description of each of these devices, please see infra subparts I(A)–(E). 
8. MiCoach Smart Ball, ADIDAS, http://micoach.adidas.com/smartball/, archived at http://per 

ma.cc/W9A7-5GG9. 
9. How to Use the UveBand, UVEBAND, http://suntimellc.com/?page_id=12, archived at 

http://perma.cc/6UR6-5AAM; JUNE, NETATMO, https://www.netatmo.com/en-US/product/june, 
archived at http://perma.cc/K4BS-SVYC. 

10. W/Me, PHYODE, http://www.phyode.com/health-wristband.html, archived at http://perma 
.cc/VV34-LA47. 

11. MELON, http://www.thinkmelon.com/, archived at http://perma.cc/68DN-J3K8; Frequently 
Asked Questions, MUSE™, http://www.choosemuse.com/pages/faq#general, archived at http:// 
perma.cc/KRA5-8DH9. 

12. See infra subparts I(A)–(E). 
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Together these devices create the Internet of Things,13 or what some 
have more recently called the “Internet of Everything.”14  Conservative 
estimates suggest that over 200 billion connected sensor devices will be in 
use by 2020,15 with a market size of roughly $2.7 trillion to $6.2 trillion per 
year by 2025.16  These devices promise important efficiency, social, and 
individual benefits through quantification and monitoring of previously im-
measurable qualities.  But the Internet of Things also raises a host of difficult 
questions.  Who owns the data these sensors generate?  How can such data 
be used?  Are such devices, and the data they produce, secure?  And are 
consumers aware of the legal implications that such data create—such as the 
possible use of such data by an adversary in court, an insurance company 
when denying a claim, an employer determining whether to hire, or a bank 
extending credit? 

Return to the Breathometer example.  When you purchase a 
Breathometer—as I did recently for purposes of researching this Article—it 
arrives in a small, stylish black box featuring an image of the device and the 
motto “Drink Smart. Be Safe.”  Opening the packaging reveals both the 
device and a small user’s manual that explains how to download the 
Breathometer app, create an account with the company through that app, and 
plug the Breathometer into one’s smartphone.  Nowhere in that manual’s 
seventeen pages is there mention of a privacy policy that might apply to the 
data generated by the device.  Nor is there an explanation of what data the 
device generates (e.g., “just” blood alcohol content or also other sensor 

 

13. The term is generally attributed to Kevin Ashton.  Thomas Goetz, Harnessing the Power of 
Feedback Loops, WIRED, June 19, 2011, http://www.wired.com/2011/06/ff_feedbackloop/, 
archived at http://perma.cc/H9D3-V6D3; see Kevin Ashton, That ‘Internet of Things’ Thing, RFID 

J., June 22, 2009, http://www.rfidjournal.com/articles/pdf?4986, archived at http://perma.cc 
/B4CW-M29Z (claiming that the first use of the term “Internet of Things” was in a 1999 
presentation by Ashton).  See generally NEIL GERSHENFELD, WHEN THINGS START TO THINK 

(1999) (addressing the general concept of merging the digital world with the physical world); 
Melanie Swan, Sensor Mania! The Internet of Things, Wearable Computing, Objective Metrics, and 
the Quantified Self 2.0, 1 J. SENSOR & ACTUATOR NETWORKS 217 (2012) (exploring various ways 
of defining and characterizing the Internet of Things and assessing its features, limitations, and 
future). 

14. The phrase “Internet of Everything” seems to originate with Cisco’s CEO John Chambers.  
See Robert Pearl, Cisco CEO John Chambers: American Health Care Is at a Tipping Point, FORBES 
(Aug. 28, 2014, 1:00 PM), http://www.forbes.com/sites/robertpearl/2014/08/28/cisco-ceo-john-
chambers-american-health-care-is-at-a-tipping-point/, archived at http://perma.cc/XET3-D37A 
(quoting Chambers that the “Internet of Everything” brings “people, process, data and things” 
together in order to make “connections more relevant and valuable than ever before”); cf. Frequently 
Asked Questions, The Internet of Everything: Cisco IoE Value Index Study, CISCO, http:// 
internetofeverything.cisco.com/sites/default/files/docs/en/ioe-value-index_FAQs.pdf, archived at 
http://perma.cc/Y4LQ-633J (reiterating Cisco’s definition of the Internet of Everything as “the 
networked connection of people, process, data, and things”). 

15. Tim Bajarin, The Next Big Thing for Tech: The Internet of Everything, TIME, Jan. 13, 2014, 
http://time.com/539/the-next-big-thing-for-tech-the-internet-of-everything, archived at http://per 
ma.cc/79RK-BDCY. 

16. JAMES MANYIKA ET AL., MCKINSEY & CO., DISRUPTIVE TECHNOLOGIES: ADVANCES 

THAT WILL TRANSFORM LIFE, BUSINESS, AND THE GLOBAL ECONOMY 51 (2013). 
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information?); where such data are stored (e.g., in one’s phone or on the 
company’s servers in the cloud?); whether such data can be deleted and how; 
or how the company might use such data (e.g., will the company sell it; could 
it be subpoenaed through a court process?).  When installing the 
Breathometer app through the Apple App Store, no mention is made of any 
privacy policy.  No pop-up with such a policy appears when the user creates 
an account through the app or starts using the device.  In short, the data-
related aspects of the device are completely absent from the user experience.  
Only by visiting the company’s website, scrolling to the very bottom, and 
clicking the small link for “Privacy Policy” can one learn that one’s blood-
alcohol test results are being stored indefinitely in the cloud, cannot be 
deleted by the user, may be disclosed in a court proceeding if necessary, and 
may be used to tailor advertisements at the company’s discretion.17 

Given the many potentially troubling uses for breathalyzer data—think 
employment decisions; criminal liability implications; and health, life, or car-
insurance ramifications—one might expect data-related disclosures to 
dominate the Breathometer user’s purchasing and activation experience.  
Instead, the consumer is essentially led to the incorrect assumption that this 
small black device is merely a good like any other—akin to a stapler or 
ballpoint pen—rather than a data source and cloud-based data repository.18 

Even Internet of Things devices far more innocuous than the Breath-
ometer can generate data that present difficult issues.  Sensor data capture 
incredibly rich nuance about who we are, how we behave, what our tastes 
are, and even our intentions.  Once filtered through “Big Data” analytics,19 
these data are the grist for drawing revealing and often unexpected inferences 
about our habits, predilections, and personalities.  I can tell a lot about you if 
I know that you often leave your oven on when you leave the house, fail to 
water your plants, don’t exercise, or drive recklessly.20  As Federal Trade 
Commission (FTC) Commissioner Julie Brill recently stated: 

On the Internet of Things, consumers are going to start having devices, 
whether it’s their car, or some other tool that they have, that’s 
connected and sending information to a number of different entities, 
and the consumer might not even realize that they have a connected 

 

17. Privacy Policy, BREATHOMETER™ [hereinafter Privacy Policy, BREATHOMETER™], 
http://www.breathometer.com/legal/privacy-policy, archived at http://perma.cc/T7BW-S7R3. 

18. See ADRIAN MCEWEN & HAKIM CASSIMALLY, DESIGNING THE INTERNET OF THINGS 294 
(2014) (“[M]any ‘things’ have little in their external form that suggests they are connected to the 
Internet.  When you grab an Internet-connected scarf from the coat rack or sit on an Internet-
connected chair, should you have some obvious sign that data will be transmitted or an action 
triggered?”); Privacy Policy, BREATHOMETER™, supra note 17 (emphasizing that mere use of a 
Breathometer operates as acceptance of the privacy policy). 

19. See generally Omer Tene & Jules Polonetsky, Big Data for All: Privacy and User Control 
in the Age of Analytics, 11 NW. J. TECH. & INTELL. PROP. 239 (2013) (explaining how advances in 
data analytics that broaden the scope of information available to third parties have accompanied the 
increase in the number of individuals, devices, and sensors connected by digital networks). 

20. See infra Part I. 
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device or that the thing that they’re using is collecting information 
about them.21 

These are the real challenges of the Internet of Things: what information do 
these devices collect, how might that information be used, and what—if 
any—real choice do consumers have about such data? 

To date, the law has left these questions unanswered.  Consider a second 
preliminary example.  Roughly ninety percent of new automobiles in the 
United States contain an Event Data Recorder (EDR) or “black box.”22  By 
federal law, such devices must store a vehicle’s speed, how far the accelerator 
pedal is pressed, whether the brake is applied, whether the driver is using a 
seat belt, crash details, and other information, including, in some cases, the 
driver’s steering input and occupant sizes and seat positions.23  Such data can 
convict unsafe drivers24 and help regulators improve safety,25 but many 
policy questions remain unanswered or only partially addressed.  Can an 
insurance company, for example, require an insured ex ante to grant access 
to EDR data in the insured’s policy or condition ex ante claim payment on 
such access?  The National Highway Traffic Safety Administration 
(NHTSA) has left who owns EDR data—the car owner, the manufacturer, or 
the insurer—to the states,26 but only fourteen states have addressed the 
issue.27  Four states currently forbid insurance companies from requiring that 
an insured consent to future disclosure of EDR data or from requiring access 

 

21. Julie Brill, Comm’r, Fed. Trade Comm’n, Keynote Address at the Silicon Flatirons 
Conference: The New Frontiers of Privacy Harm (Jan. 17, 2014), available at http://youtu.be 
/VXEyKGw8wXg, archived at http://perma.cc/F335-E987. 

22. See Press Release, Nat’l Highway Traffic Safety Admin., U.S. DOT Proposes Broader Use 
of Event Data Recorders to Help Improve Vehicle Safety (Dec. 7, 2012), available at 
http://www.nhtsa.gov/About+NHTSA/Press+Releases/U.S.+DOT+Proposes+Broader+Use+of+E
vent+Data+Recorders+to+Help+Improve+Vehicle+Safety, archived at http://perma.cc/963A-F72E 
(“NHTSA estimates that approximately 96 percent of model year 2013 passenger cars and light-
duty vehicles are already equipped with EDR capability.”).  The NHTSA’s 2012 estimate 
represented a nearly 30% increase from the estimated number of EDRs in new-model cars in 2004.  
NAT’L HIGHWAY TRAFFIC SAFETY ADMIN., FINAL REGULATORY EVALUATION: EVENT DATA 

RECORDERS (EDRS), at III-2 tbl.III-1 (2006) (estimating that 64.3% of new cars sold in 2004 came 
equipped with EDRs). 

23. Event Data Recorders Rule, 49 C.F.R. § 563.7 (2013). 
24. See Matos v. Florida, 899 So. 2d 403, 407 (Fla. Dist. Ct. App. 2005) (holding that data from 

certain EDRs are admissible when used as tools for automotive accident reconstruction). 
25. See NAT’L HIGHWAY TRAFFIC SAFETY ADMIN., DOCKET NO. NHTSA-1999-5218-0009, 

EVENT DATA RECORDERS: SUMMARY OF FINDINGS BY THE NHTSA EDR WORKING GROUP 67 

(2001), available at http://www.regulations.gov/#!documentDetail;D=NHTSA-1999-5218-0009, 
archived at http://perma.cc/X5SK-2SDK (finding that EDR data may be used for various real-world 
safety applications, including collision avoidance, occupant protection, and roadside safety 
monitoring). 

26. Event Data Recorders, 71 Fed. Reg. 50,998, 51,030 (Aug. 28, 2006) (to be codified at 49 
C.F.R. pt. 563). 

27. Privacy of Data from Event Data Recorders: State Statutes, NAT’L CONF. ST. LEGISLA-
TURES, http://www.ncsl.org/research/telecommunications-and-information-technology/privacy-of-
data-from-event-data-recorders.aspx, archived at http://perma.cc/7XRZ-TNZ7. 



92 Texas Law Review [Vol. 93:85 

to EDR data as a condition of settling an insurance claim.28  One state—
Virginia—also forbids an insurer from adjusting rates solely based on an 
insured’s refusal to provide EDR data.29  Should other states follow?  Should 
Congress give federal guidance on such uses of EDR data?  Is such fine-
grained information invasive of privacy—particularly given that consumers 
cannot easily turn off or “opt out” of its collection?  And as more sophis-
ticated car sensors reveal even more sensitive information—where we drive, 
when we drive, how we drive—that permits deeper inferences about us—
how reckless, impulsive, or quick to anger we are—how will we regulate the 
use of such data?  For example, should a bank be able to deny your mortgage 
application because your EDR data reveal you as an irresponsible driver and, 
thus, a bad credit risk?  Should a potential employer be able to factor in a 
report based upon your driving data when deciding whether to hire you? 

In beginning to answer these questions, this Article makes three claims 
about the Internet of Things—all new to the legal literature, all important, 
and all timely. 

First, the sensor devices that together make up the Internet of Things 
are not a science-fiction future but a present reality.  Internet of Things 
devices have proliferated before we have had a chance to consider whether 
and how best to regulate them.  Sales of fitness trackers such as Fitbit and 
Nike+ FuelBand topped $300 million last year, and consumer sensor devices 
dominated the January 2014 International Consumer Electronics Show.30  
The hype is real: such devices are revolutionizing personal health, home 
security and automation, business analytics, and many other fields of human 
activity.  The scant legal work addressing such devices has largely assumed, 
however, that the Internet of Things is still in its infancy in a research 
laboratory, not yet ready for commercial deployment at scale.31  To counter 
this misperception and lay the foundation for considering the current legal 
problems created by the Internet of Things, Part I presents a typology of 
consumer sensors and provides examples of the myriad ways in which 
existing Internet of Things devices generate data about our environment and 
our lives. 

Second, the Internet of Things suffers from four unique technical 
challenges that in turn create four legal problems concerning discrimina-
tion, privacy, security, and consent.  This is the heart of the Article’s 
argument, and it is the four-pronged focus of Part II. 

 

28. See infra note 397. 
29. See infra note 398. 
30. Jonah Comstock, In-depth: The MobiHealthNews CES 2014 Wrap-Up, MOBIHEALTH-

NEWS (Jan. 17, 2014), http://mobihealthnews.com/28689/in-depth-the-mobihealthnews-ces-2014-
wrap-up/, archived at http://perma.cc/F9A6-APYN. 

31. See, e.g., Jerry Kang et al., Self-Surveillance Privacy, 97 IOWA L. REV. 809, 815–17 (2012) 
(describing the use of self-surveillance devices and sensors but focusing primarily on laboratory 
and experimental contexts rather than commercial context). 
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First, subpart II(A) explores the ways in which the Internet of Things 
may create new forms of discrimination—including both racial or protected 
class discrimination and economic discrimination—by revealing so much 
information about consumers.  Computer scientists have long known that the 
phenomenon of “sensor fusion” dictates that the information from two 
disconnected sensing devices can, when combined, create greater informa-
tion than that of either device in isolation.32  Just as two eyes generate depth 
of field that neither eye alone can perceive, two Internet of Things sensors 
may reveal unexpected inferences.  For example, a fitness monitor’s separate 
measurements of heart rate and respiration can in combination reveal not only 
a user’s exercise routine, but also cocaine, heroin, tobacco, and alcohol use, 
each of which produces unique biometric signatures.33  Sensor fusion means 
that on the Internet of Things, “every thing may reveal everything.”  By this 
I mean that each type of consumer sensor (e.g., personal health monitor, 
automobile black box, or smart grid meter) can be used for many purposes 
beyond that particular sensor’s original use or context, particularly in 
combination with data from other Internet of Things devices.  Soon we may 
discover that we can infer whether you are a good credit risk or likely to be a 
good employee from driving data, fitness data, home energy use, or your 
smartphone’s sensor data. 

This makes each Internet of Things device—however seemingly small 
or inconsequential—important as a policy matter, because any device’s data 
may be used in far-removed contexts to make decisions about insurance, 
employment, credit, housing, or other sensitive economic issues.  Most 
troubling, this creates the possibility of new forms of racial, gender, or other 
discrimination against those in protected classes if Internet of Things data 
can be used as hidden proxies for such characteristics.  In addition, such data 
may lead to new forms of economic discrimination as lenders, employers, 
insurers, and other economic actors use Internet of Things data to sort and 
treat differently unwary consumers.  Subpart II(A) explores the problem of 
discrimination created by the Internet of Things, and the ways in which both 
traditional discrimination law and privacy statutes, such as the Fair Credit 
Reporting Act (FCRA),34 are currently unprepared to address these new 
challenges. 

Subpart II(B) considers the privacy problems of these new technologies.  
The technical challenge here is that Internet of Things sensor data are 
particularly difficult to de-identify or anonymize.  The sensors in Internet of 

 

32. See infra notes 226–29 and accompanying text. 
33. See generally, e.g., Annamalai Natarajan et al., Detecting Cocaine Use with Wearable 

Electrocardiogram Sensors, in UBICOMP’13: PROCEEDINGS OF THE 2013 ACM INTERNATIONAL 

JOINT CONFERENCE ON PERVASIVE AND UBIQUITOUS COMPUTING 123, 123 (2013) (hypothesizing 
that cocaine use can reliably be detected using electrocardiogram (ECG) sensor data and supporting 
this hypothesis through a clinical study conducted using ECG readings from a commercially 
available device, the Zephyr BioHarness 3). 

34. Fair Credit Reporting Act, 15 U.S.C. § 1681 (2012). 



94 Texas Law Review [Vol. 93:85 

Things devices often have entirely unique “fingerprints”—each digital 
camera, for example, has its own signature imperfections and irregularities.35  
Moreover, even when identifying characteristics such as name, address, or 
telephone number are removed from Internet of Things datasets, such sensor 
data are particularly vulnerable to re-identification.  A recent MIT study 
showed, for example, that it is far easier than expected to re-identify 
“anonymized” cell-phone users, and other computer-science work has 
likewise shown that Internet of Things sensor devices are particularly prone 
to such attacks.36  Unfortunately, privacy law is not prepared to deal with this 
threat of easy re-identification of Internet of Things information and instead 
relies on the outdated assumption that one can usefully distinguish between 
“personally identifiable information” and de-identified sensor or biometric 
data.  Subpart II(B) shows that this may no longer be viable on the Internet 
of Things. 

Subpart II(C) then turns to the unique data-security problems posed by 
the Internet of Things.  The technical challenge is simple: many Internet of 
Things products have not been engineered to protect data security.  These 
devices are often created by consumer-goods manufacturers, not computer 
software or hardware firms.  As a result, data security may not be top of mind 
for current Internet of Things manufacturers.  In addition, the small form 
factor and low power and computational capacity of many of these Internet 
of Things devices makes adding encryption or other security measures 
difficult.  Recent attacks—such as a November 2013 attack that took control 
of over 100,000 Internet of Things web cameras, appliances, and other 
devices37—highlight the problem.  Data-security researchers have found 
vulnerabilities in Fitbit fitness trackers, Internet-connected insulin pumps, 
automobile sensors, and other products.38  Unfortunately, both current FTC 
enforcement practices and state data-breach notification laws are unprepared 
to address Internet of Things security problems.  In particular, were Fitbit, 
Nike+ FuelBand, Nest Thermostat, or any other Internet of Things manu-
facturers to have users’ sensitive sensor data stolen, no existing state data-
breach notification law would currently require public disclosure or remedy 
of such a breach.39 

Next, subpart II(D) considers the ways in which consumer protection 
law is also unprepared for the Internet of Things.  In particular, I present the 
first survey in the legal literature of Internet of Things privacy policies and 
show the ways in which such policies currently fail consumers.40  Internet of 
Things devices generally have no screen or keyboard, and thus giving 

 

35. See infra note 268. 
36. See infra notes 271–74 and accompanying text. 
37. See infra notes 291–92 and accompanying text. 
38. See infra section II(C)(1). 
39. See infra section II(C)(2). 
40. See infra subpart II(D) and Appendix. 
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consumers data and privacy information and an opportunity to consent is 
particularly challenging.  Current Internet of Things products often fail to 
notify consumers about how to find their relevant privacy policy, and once 
found, such policies are often confusing, incomplete, and misleading.  My 
review shows that such policies rarely clarify who owns sensor data, exactly 
what biometric or other sensor data a device collects, how such data are 
protected, and how such information can be sold or used.  Both state and 
federal consumer protection law has not yet addressed these problems or the 
general issues that the Internet of Things creates for consumer consent. 

Part II’s focus on these four problems of discrimination, privacy, 
security, and consent concludes with a fairly dismal warning to regulators, 
legislators, privacy and consumer advocates, and corporate counsel: current 
discrimination, privacy, data security, and consumer protection law is 
unprepared for the Internet of Things, leaving consumers exposed in a host 
of ways as they begin to use these new devices.  Absent regulatory action to 
reassure and protect consumers, the potential benefits of the Internet of 
Things may be eclipsed by these four serious problems. 

Third, state and federal legislators and regulators should take four 
preliminary steps to begin to guide the Internet of Things.  This argument—
in Part III—is the Article’s most difficult.  I could easily prescribe a 
comprehensive new federal statute or the creation of a new oversight agency, 
but such approaches are simply implausible given current political realities.  
Vague prescriptions—such as calling for greater consumer procedural 
protections or due process—would also sound good without offering much 
immediate or practical progress.  Yet real, operational prescriptions are 
challenging, in part because my goal in Part II is to provide a comprehensive 
map of the four major problems generated by the Internet of Things rather 
than focus on merely one aspect such as security or consent.  Put simply, if 
Part II’s description of the challenges we face is broad and accurate enough, 
proposing realistic prescriptions in Part III is necessarily daunting. 

Nevertheless, Part III begins to lay out a regulatory blueprint for the 
Internet of Things.  I take four prescriptive positions.  First, new forms of 
discrimination will best be addressed through substantive restrictions on 
certain uses of data, not through promises to consumers of procedural due 
process.  I therefore propose extending certain state laws that inhibit use of 
sensor data in certain contexts, such as statutes prohibiting insurers from 
conditioning insurance on access to automobile EDR data.41  Although this 
approach is at odds with much information-privacy scholarship, I 
nevertheless argue that use constraints are necessary to prevent obnoxious 
discrimination on the Internet of Things.  Second, biometric and other 
sensitive sensor data created by the Internet of Things should be considered 
potential personally identifiable information, even in supposedly de-

 

41. See infra section III(A)(1). 
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identified forms.  I show how regulators and corporate counsel should 
therefore reconsider the collection, storage, and use of such data.42  Third, we 
should at least protect sensor-data security by broadening state data-breach 
notification laws to include such data within their scope and create sub-
stantive security guidelines for Internet of Things devices.  Although 
regulators may currently lack legislative authority to strictly enforce such 
guidelines, they nevertheless can use their “soft” regulatory power to create 
industry consensus on best practices for Internet of Things security.43  
Finally, we should rigorously pursue Internet of Things firms for 
promulgating incomplete, confusing, and sometimes deceptive privacy 
policies, and provide regulatory guidance on best practices for securing 
meaningful consumer consent in this difficult context.44  Having shown in 
Part II the many ways in which notice and choice is currently failing on the 
Internet of Things, I suggest several concrete privacy-policy changes for 
regulators and corporate counsel to take up. 

I do not pretend that these steps will solve every problem created by the 
Internet of Things.  I aim to begin a conversation that is already overdue.  
Although some privacy scholarship has mentioned the proliferation of 
sensors,45 none has systematically explored both the problems and 
opportunities the Internet of Things creates.46  Some have explored particular 
contexts but not the complexity of the Internet of Things.47  In a recent article, 
 

42. See infra section III(A)(2). 
43. See infra section III(A)(3). 
44. See infra section III(A)(4). 
45. See, e.g., A. Michael Froomkin, The Death of Privacy?, 52 STAN. L. REV. 1461, 1475–76 

(2000) (predicting that no place on earth will be free from surveillance and monitoring as sensors 
and databases continue to proliferate); Kevin Werbach, Sensors and Sensibilities, 28 CARDOZO L. 
REV. 2321, 2322–24 (2007) (focusing primarily on cameras and surveillance rather than other, 
commercially available sensors).  Much scholarship focused on other privacy issues at least 
mentions sensors.  See, e.g., Neil M. Richards, The Dangers of Surveillance, 126 HARV. L. REV. 
1934, 1936, 1940 (2013) (discussing government surveillance and the effects thereof on democratic 
society but also emphasizing that the Internet of Things will increasingly subject “previously 
unobservable activity to electronic measurement, observation, and control”). 

46. See, e.g., Jerry Kang & Dana Cuff, Pervasive Computing: Embedding the Public Sphere, 
62 WASH. & LEE L. REV. 93, 94–95 (2005) (endeavoring to examine the costs and benefits of 
pervasive computing—the ubiquitous overlay of computing elements onto physical and material 
environments—and doubting whether these costs and benefits have previously been adequately 
considered); Kang et al., supra note 31, at 812 (opining that the potential benefits of self-
surveillance data may be outweighed by “substantial privacy costs”); Jonathan Zittrain, Privacy 2.0, 
2008 U. CHI. LEGAL F. 65, 65, 72 (2008) (emphasizing that existing analytical methods for 
addressing privacy threats do not adequately address the new species of threats created by the 
“generative Net”).  Some forthcoming scholarship is beginning to focus more granularly on the 
Internet of Things.  See generally, e.g., John Gudgel, Objects of Concern? Risks, Rewards and 
Regulation in the “Internet of Things” (Apr. 29, 2014) (unpublished manuscript), http://ssrn.com 
/abstract=2430780, archived at http://perma.cc/CYU9-LFTK (addressing the costs and benefits of 
the Internet of Things, analyzing the policy implications thereof, and advocating for a flexible 
regulatory approach). 

47. See, e.g., Cheryl Dancey Balough, Privacy Implications of Smart Meters, 86 CHI.-KENT L. 
REV. 161, 165–74 (2013) (exploring the threats to privacy posed by smart grids and the 
communication of data between smart meters and electric utilities); Kevin L. Doran, Privacy and 
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I highlighted the increased use of such sensor data without offering analysis 
of how to address its proliferation.48  Even computer science is just beginning 
to focus on the problems created by widespread use of consumer sensor 
devices,49 as are regulators—the FTC recently held its first workshop on the 
Internet of Things to solicit input on the privacy problems sensors create and 
how to address such issues.50  This Article begins to fill this gap. 

Before we begin, let me highlight four things I am not focused upon 
here.  First, I am not talking about industrial or commercial sensors deployed 
in factories, warehouses, ports, or other workspaces that are designed to keep 
track of machinery and production.  This is an important part of the Internet 
of Things, but this Article focuses primarily on consumer devices.  Second, I 
am not talking in general about ambient sensor devices used in an en-
vironment to capture information about the use of that space, such as 
temperature sensors.  Such ambient informatics also create difficult privacy 
and regulatory issues, but those are beyond our scope here.  Third, I am not 
talking about the government’s use of sensor data and the constitutional 
issues that arise from such use.  Future work will have to address how to deal 
with a governmental subpoena of Fitbit or whether the National Security 
Agency can or does track consumer sensor data.51  Fourth, I am not talking 
about the privacy concerns that a sensor I am wearing might create for you 
as you interact with me.  My sensor might sense and record your behavior, 
as when a cell phone’s microphone records my speech but also yours, thus 
creating a privacy concern for you.  Instead, here I focus on the issues raised 

 

Smart Grid: When Progress and Privacy Collide, 41 U. TOL. L. REV. 909, 911–12 (2010) 
(examining the smart grid and related privacy concerns in regard to the Fourth Amendment and 
third-party doctrine); Karin Mika, The Benefit of Adopting Comprehensive Standards of Monitoring 
Employee Technology Use in the Workplace, CORNELL HR REV., Sept. 22, 2012, at 1, 1–2, 
http://www.cornellhrreview.org/wp-content/uploads/2012/09/Mika-Employer-Monitoring-2012.p 
df, archived at http://perma.cc/934F-L8AF (considering electronic monitoring in an employer–
employee relationship and proposing that employers devise effective policies that balance their 
interests against their employees’ privacy interests); Patrick R. Mueller, Comment, Every Time You 
Brake, Every Turn You Make—I’ll Be Watching You: Protecting Driver Privacy in Event Data 
Recorder Information, 2006 WIS. L. REV. 135, 138–39 (discussing event data recorders in vehicles 
and the lack of privacy protections for individuals and proposing a legislative solution). 

48. See Scott R. Peppet, Unraveling Privacy: The Personal Prospectus and the Threat of a Full-
Disclosure Future, 105 NW. U. L. REV. 1153, 1167–73 (2011) (providing examples of digital 
monitoring of data in “health care, equipment tracking, and employee monitoring”). 

49. See, e.g., Andrew Raij et al., Privacy Risks Emerging from the Adoption of Innocuous 
Wearable Sensors in the Mobile Environment, in CHI 2011: PROCEEDINGS OF THE SIGCHI 

CONFERENCE ON HUMAN FACTORS IN COMPUTING SYSTEMS 11, 11 (2011) (“[L]ittle work has 
investigated the new privacy concerns that emerge from the disclosure of measurements collected 
by wearable sensors.”). 

50. Internet of Things–Privacy and Security in a Connected World, FED. TRADE COMMISSION, 
http://www.ftc.gov/news-events/events-calendar/2013/11/internet-things-privacy-security-connect 
ed-world, archived at http://perma.cc/GW2Y-2LEY. 

51. See Laura K. Donohue, Technological Leap, Statutory Gap, and Constitutional Abyss: 
Remote Biometric Identification Comes of Age, 97 MINN. L. REV. 407, 556 (2012) (criticizing the 
inadequacy of current statutory and jurisprudential frameworks for evaluating government 
biometric-identification initiatives). 
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for users themselves.  Each of these other problems is a worthwhile topic for 
future work. 

I. The Internet of Things 

Microelectromechanical systems (MEMS) sensors translate physical 
phenomenon, such as movement, heat, pressure, or location, into digital 
information.52  MEMS were developed in the 1980s, but in the last few years 
the cost of such sensors has dropped from twenty-five dollars to less than a 
dollar per unit.53  These sensors are thus no longer the stuff of experimental 
laboratories; they are incorporated into consumer products available at scale.  
Some estimate that by 2025 over one trillion sensor-based devices will be 
connected to the Internet or each other.54 

Part I aims to describe the Internet of Things technologies currently 
available to consumers.  It overviews five types of Internet of Things devices: 
health and fitness sensors, automobile black boxes, home monitors and smart 
grid sensors, devices designed specifically for employee monitoring, and 
software applications that make use of the sensors within today’s 
smartphones.  Together, these consumer products fundamentally change our 
knowledge of self, other, and environment. 

A. Health & Fitness Sensors 

There are five basic types of personal health monitors, in order from 
least physically invasive to most invasive: (1) countertop devices (such as a 
blood-pressure monitor or weight scale); (2) wearable sensors (such as an 
arm or wrist band); (3) intimate contact sensors (such as a patch or electronic 
tattoo); (4) ingestible sensors (such as an electronic pill); and (5) implantable 
sensors (such as a heart or blood health monitor).55  Each is already deployed 
commercially, and the market for health and wellness sensors has exploded 
in the last twelve to eighteen months.  Mobile health-care and medical app 
downloads are forecast to reach 142 million in 2016, up from 44 million in 

 

52. A sensor is defined as “a device that receives a stimulus and responds with an electrical 
signal.”  JACOB FRADEN, HANDBOOK OF MODERN SENSORS 2 (4th ed. 2010) (emphasis omitted). 
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54. Bill Wasik, In the Programmable World, All Our Objects Will Act as One, WIRED, May 14, 
2013, http://www.wired.com/2013/05/internet-of-things-2/all/, archived at http://perma.cc/8EM3-
VKP9. 

55. See D. Konstantas, An Overview of Wearable and Implantable Medical Sensors, in IMIA 

YEARBOOK OF MEDICAL INFORMATICS 2007: BIOMEDICAL INFORMATICS FOR SUSTAINABLE 

HEALTH SYSTEMS 66, 67–69 (A. Geissbuhler et al. eds., 2007) (describing sensor-filled clothing, 
patch sensors, and implantable sensors); George Skidmore, Ingestible, Implantable, or Intimate 
Contact: How Will You Take Your Microscale Body Sensors?, SINGULARITYHUB (May 13, 2013, 
8:43 AM), http://singularityhub.com/2013/05/13/ingestible-implantable-or-intimate-contact-how-
will-you-take-your-microscale-body-sensors/, archived at http://perma.cc/6SCJ-H986 (cataloging 
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2012,56 creating a market worth $26 billion by 2017.57  Almost 30 million 
wireless, wearable health devices—such as Fitbit or Nike+ FuelBand—were 
sold in 2012, and that figure was expected to increase to 48 million in 2013.58 

1. Countertop Devices.—Countertop devices include weight scales, 
blood-pressure monitors, and other products meant to be used occasionally 
to track some aspect of health or fitness.  The Aria and Withings scales, for 
example, are Wi-Fi-enabled smart scales that can track weight, body fat 
percentage, and Body Mass Index.59  Each can automatically send you your 
weight-loss progress.60  Withings similarly manufactures a blood-pressure 
cuff that synchronizes with a smartphone.61  The software application 
accompanying the device graphs your blood pressure over time and can e-
mail results to you or your physician.62  Similarly, the iBGStar blood glucose 
monitor connects to an iPhone to track blood sugar levels over time,63 and 
Johnson & Johnson’s OneTouch Verio sensor can upload such data to an 
iPhone wirelessly over BlueTooth.64  Likewise, the Propeller Health sensor-
based asthma inhaler tracks the time and place you use your asthma 
medication and wirelessly sends that information to your smart-phone.65  The 
accompanying application allows you to view your sensor data and create an 
asthma diary.66 

Countertop devices are a fast growing and rapidly advancing product 
sector.  For example, the Scanadu Scout is a small countertop device that a 
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GIGAOM (May 4, 2013, 12:00 PM), https://gigaom.com/2013/05/04/for-the-wearable-tech-market-
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Dec. 7, 2012, https://www.abiresearch.com/press/sports-and-wellness-drive-mhealth-device-ship 
ments, archived at http://perma.cc/6CUE-D3XG). 

59. Fitbit Aria, FITBIT, http://www.fitbit.com/aria, archived at http://perma.cc/9ZVJ-F8SD; 
Smart Body Analyzer, WITHINGS, http://www.withings.com/us/smart-body-analyzer.html, archived 
at http://perma.cc/DA4A-J6D3. 

60. Fitbit Aria, supra note 59; Smart Body Analyzer, supra note 59. 
61. Wireless Blood Pressure Monitor, WITHINGS, http://www.withings.com/us/blood-pres 

sure-monitor.html, archived at http://perma.cc/874Z-8H65. 
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user briefly holds up to the forehead to take measurements.67  It tracks vital 
signs such as heart rate, body temperature, oximetry (the oxygen in arterial 
blood), respiratory rate, blood pressure, electrocardiography (ECG), and 
emotional stress levels.68  Such comprehensive home measurement was 
unthinkable even two years ago.  Even more dramatic, Scanadu is developing 
a home urinalysis device—called the Scanadu Scanaflo—that measures 
“glucose, protein, leukocytes, nitrates, blood, bilirubin, urobilinogen, 
specific gravity, and pH in urine.”69  It can also test for pregnancy.70  Again, 
such analysis is entirely novel for the home consumer market. 

Sensor-laden countertop consumer products are becoming more diverse 
and creative as manufacturers invent new ways to capture data from the 
objects and environments with which we interact.  Podimetrics has developed 
a sensor-driven floor mat that helps diabetic patients detect foot ulcers.71  
AdhereTech makes an Internet-enabled pill bottle that tracks how many pills 
remain in a prescription and how often a pill is removed, allowing the 
company to remind patients to take a pill on schedule.72  The HAPIfork is a 
sensor-filled fork that monitors how much and how fast you eat.73  In addition 
to uploading its data to a computer or smartphone app, the fork’s indicator 
lights will flash to warn you that you are eating too quickly.74  Finally, after 
your meal you can brush with the Beam Brush, which wirelessly connects to 
a user’s smartphone to record the date, time, and duration of “brushing 
events.”75 

2. Wearable Sensors.—Wearable sensors have also proliferated in the 
last eighteen months.  As indicated, consumers have purchased tens of mil-
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lions of these devices in the last few years.76  Many—such as the Fitbit, Nike+ 
FuelBand, and BodyMedia FIT Armband—are electronic pedometers that 
track number of steps taken each day, distance walked, and calories burned.77  
Some wearable fitness devices also track other information, such as minutes 
asleep and quality of sleep,78 heart rate, perspiration, skin temperature,79 and 
even breathing patterns.80  The FINIS Swimsense tracks what swim stroke 
you are doing as well as distance swum, speed, and calories burned.81  Not 
all inhabit the wrist or arm: Valencell PerformTekfitness devices pack a 
variety of sensors into a set of earbud headphones,82 the Pulse is a ring that 
tracks heart rate,83 and the Lumo Back posture sensor is a strap worn around 
the lower back.84 

Various companies have developed bio-tracking clothing with sensors 
embedded in the fabric.85  Such sensor-laden clothing has both fitness and 
medical applications; some is designed to measure athletic activity.  The 
Electricfoxy Move shirt, for example, contains four embedded stretch-and-
bend sensors to monitor movement and provide real-time feedback about 
yoga poses, Pilates stretches, golf swings, or dance moves.86  Nike+ sensor-
filled shoes can measure running and walking data as well as the height 
achieved during a basketball dunk.87  Other products have medical 
applications.  The iTBra, for example, contains integrated sensors in the bra’s 
support cups that monitor slight variations in skin temperature that can 
provide very early indications of breast cancer.88  Finally, Sensoria’s Fitness 
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smart socks can track not just how far or fast you run, but your running form 
and technique in order to avoid or diagnose injuries.89 

Wearable fitness sensors are moving well beyond mere pedometry.  The 
Amiigo wristband, for example, can detect different types of physical activity 
(e.g., jumping jacks, bicep curls, or jogging) and measure the number of 
repetitions performed or distances covered.90  The LIT tracker can measure 
paddles made in a canoe, jumps made during a basketball game, G-forces 
incurred during a ski jump, or effort expended surfing.91  The Atlas tracker 
can measure heart rate and activity levels for almost any exercise, including 
swimming (it can distinguish between different strokes); running; weight 
lifting; pushups; sit-ups; and rock climbing.92 

3. Intimate Contact Sensors.—Related to wearables but sufficiently 
distinct to deserve special treatment, intimate contact sensors are devices 
embedded in bandages, medical tape, patches, or tattoos worn on the skin.  
Sometimes called “epidermal electronics,” these sensors are currently more 
medical in nature than fitness-oriented.  For example, in November 2012, the 
Food and Drug Administration (FDA) approved the Raiing Wireless 
Thermometer, a peel-and-stick contact thermometer sensor that transmits 
real-time body temperature to a user’s smartphone.93  Similarly, MC10’s 
Biostamp is a tiny, flexible prototype device that can be worn like a small 
Band-Aid.94  It measures and transmits heart rate, brain activity, body 
temperature, hydration levels, and exposure to ultraviolet radiation.95  Sano 
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92. ATLAS, http://atlaswearables.com, archived at http://perma.cc/3T8E-LTN2; see also 
Brandon Ambrosino, With Atlas, JHU Alum Poised to Make Big Splash in Wearable Fitness Tracker 
Market, HUB, JOHN HOPKINS U. (Jan. 27, 2014), http://hub.jhu.edu/2014/01/27/interview-atlas-
peter-li, archived at http://perma.cc/7WA8-EVAY (emphasizing that the Atlas can identify and 
track specific exercises as opposed to general activity). 

93. Jonah Comstock, FDA Clears iPhone-Enabled Body Thermometer, MOBIHEALTHNEWS 
(Nov. 16, 2012), http://mobihealthnews.com/19110/fda-clears-iphone-enabled-body-thermometer/, 
archived at http://perma.cc/4NAA-MW2K; see also iThermonitor, RAIING, http://www.raiing 
.com/iThermonitor/, archived at http://perma.cc/6E7U-QWRS. 

94. Sam Grobart, MC10’s BioStamp: The New Frontier of Medical Diagnostics, BLOOMBERG 

BUSINESSWEEK, June 13, 2013, http://www.businessweek.com/articles/2013-06-13/mc10s-
biostamp-the-new-frontier-of-medical-diagnostics, archived at http://perma.cc/7MHL-ZZDD; see 
also Company Overview, MC10, http://www.mc10inc.com/press-kit/, archived at http://perma 
.cc/A2P9-E6GQ. 

95. Grobart, supra note 94. 
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Intelligence is developing a patch to monitor the blood stream.96  This sensor-
filled transdermal patch can record glucose levels, kidney function, 
potassium levels, and electrolyte balance.97  The Metria patch by Avery 
Dennison is a remote medical monitoring device that measures temperature, 
sleep, heart rate, steps taken, and respiration rates.98 

4. Ingestible & Implantable Sensors.—Although they may sound 
overly like science fiction, ingestible and implantable sensors are also 
becoming a reality.  Ingestible sensors include “smart pills,” which contain 
tiny sensors designed to monitor inside the body.  Given Imaging, for 
example, makes the PillCam—a pill-sized camera used to detect bleeding and 
other problems in the gastrointestinal tract99—as well as SmartPill—an 
ingestible capsule that measures pressure, pH levels, and temperature as it 
travels through the body.100  More bizarre, perhaps, in July 2012 the FDA 
approved the Proteus Feedback System, a pill containing a digestible com-
puter chip.101  The sensor is powered by the body’s stomach fluids and thus 
needs no battery or antenna.102  A patch worn on the skin then captures data 
from the pill to track whether and when the pill was ingested, which it then 
sends on wirelessly to the user’s smartphone.103  The goal is to embed such 
sensors into various types of medicines to monitor prescription compliance. 

Implantable medical sensors are already being prescribed to monitor 
blood glucose, blood pressure, and heart function,104 and newer implantable 
sensors are being developed to detect organ transplant rejection.105  One 
compelling example is a sensor that is implanted in a patient’s tooth and that 

 

96. Ariel Schwartz, No More Needles: A Crazy New Patch Will Constantly Monitor Your Blood, 
CO.EXIST, FAST COMPANY (June 19, 2012, 8:00 AM), http://www.fastcoexist.com/1680025/no-
more-needles-a-crazy-new-patch-will-constantly-monitor-your-blood, archived at http://perma.cc/ 
M7D2-YTY7. 

97. Id. 
98. Metria™ Informed Health, AVERY DENNISON, http://www.averydennison.com/en/home/ 

technologies/creative-showcase/metria-wearable-sensor.html, archived at http://perma.cc/A5W7-
R93J. 

99. PillCam Capsule Endoscopy, GIVEN IMAGING, http://www.givenimaging.com/en-
us/Innovative-Solutions/Capsule-Endoscopy/Pages/default.aspx, archived at http://perma.cc/TC9 
7-3NZP. 

100. Motility Monitoring, GIVEN IMAGING, http://givenimaging.com/en-us/Innovative-
Solutions/Motility/SmartPill/Pages/default.aspx, archived at http://perma.cc/L8UJ-ZS4M. 

101. Digital Health Feedback System, PROTEUS DIGITAL HEALTH, http://www.proteus.com/ 
technology/digital-health-feedback-system/, archived at http://perma.cc/5UZR-7HGV. 

102. Id. 
103. Id. 
104. E.g., Getting an Insertable Cardiac Monitor, MEDTRONIC, http://www.medtronic.com 

/patients/fainting/getting-a-device/index.htm, archived at http://perma.cc/8REJ-DL5Y (providing 
medical information on, and testimonials about, subdermal cardiac monitors). 

105. Transplant Rejection Sensor Paves Way for Body-Integrated Electronics, ENGINEER, 
July 11, 2013, http://www.theengineer.co.uk/medical-and-healthcare/news/transplant-rejection-sen 
sor-paves-way-for-body-integrated-electronics/1016483.article, archived at http://perma.cc/8W3-
4W3R. 
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can differentiate between eating, speaking, coughing, smoking, drinking, and 
breathing.106  The device is fitted between two teeth or mounted on dentures 
or braces and can transmit information wirelessly to one’s dentist to assess 
dental disease or unhealthy habits.107 

Ingestible and implantable health and fitness sensors are at the cutting 
edge of current technology, but some estimate that within a decade up to a 
third of the U.S. population will have either a temporary or permanent 
implantable device inside their body.108 

B. Automobile Sensors 

Sensors have also become pervasive in the automotive context.  
Consider three types of automobile sensors that collect enormous amounts of 
data about drivers: EDRs, consumer automobile sensor products, and auto-
insurance telematics devices. 

1. Event Data Recorders.—The NHTSA estimates that over 96% of 
2013 vehicles—and most cars sold in the United States in the last twenty 
years—contain EDRs.109  The NHTSA requires that EDRs collect fifteen 
types of sensor-based information about a car’s condition, including braking 
status, vehicle speed, accelerator position, engine revolutions per minute, 
safety-belt usage, air-bag deployment, and number and timing of crash 
events.110  The NHTSA requires that EDRs store such information for thirty 
seconds after a triggering impact, thus providing a composite picture of a 
car’s status during any crash or incident.111  The NHTSA places no limits on 
the types of data that can be collected, nor does it specify who owns these 
data or whether such data can be retained and used by third parties.112  A 
manufacturer can thus choose to include additional types of information, such 
as driver steering input, antilock-brake activity, seat positions for driver and 
passenger, occupant size or position, vehicle location, phone or radio use, 
navigation-system use, or other aspects of the car’s condition. 

2. Consumer Automobile Sensors.—In addition to EDRs, various 
consumer devices allow a driver to access her car’s digital information via a 

 

106. Ross Brooks, Tooth-Embedded Sensor Relays Eating Habits to the Dentist, PSFK (July 30, 
2013), http://www.psfk.com/2013/07/tooth-sensor-track-eating-habits.html, archived at http://per 
ma.cc/EVM4-FV6D. 

107. Id. 
108. Cadie Thompson, The Future of Medicine Means Part Human, Part Computer, CNBC 

(Dec. 24, 2013, 8:00 AM), http://www.cnbc.com/id/101293979, archived at http://perma.cc/VQV3-
VD82. 

109. See supra note 22 and accompanying text. 
110. 49 C.F.R. §§ 563.6–.7 (2013). 
111. See id. § 563.11(a). 
112. See id. (disclosing that some parties, such as law enforcement, may use EDR data, but 

making no mention regarding who owns EDR data). 
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smartphone.  The leading example is the Automatic Link—a small Bluetooth 
device that connects to a car’s OBD-II port.113  Described as a “FitBit for 
your car,” the Automatic syncs information to a smartphone to monitor both 
the car’s health and the user’s driving habits.114  The Automatic tracks such 
variables as whether the driver brakes suddenly, is speeding, or accelerates 
rapidly—all in the name of helping the driver improve fuel efficiency.115  It 
also tracks and records location so as to provide feedback on how much 
driving you do per week, where, and when.116  All such information is stored 
in the cloud on Automatic’s servers.117  The system can be set to 
automatically call for help in the event of a crash and to e-mail you when 
your engine needs maintenance.118 

Much of the same functionality can be had just from the sensors already 
in a driver’s smartphone.  Zendrive, for example, is an iPhone application 
that helps drivers track their driving, providing feedback on driving 
technique, tips to avoid traffic, and information on nearby attractions.119  
Likewise, DriveScribe is an app designed to help parents and insurers 
monitor teenage driving habits through the sensor data created by a driver’s 
smartphone.120  The app can be set to block texting and calling on the 
teenager’s phone while driving, as well as to send an e-mail or text message 
to a parent with updates on the teenager’s driving performance.121  It records 
the time, length, and location of every trip; average speed and speed at any 
point during the trip; and descriptions of any moving violations (e.g., 
speeding or other detectable infractions, such as failing to obey a stop 
sign).122 

These consumer devices differ in important ways from the EDR already 
in most vehicles.  First, an EDR typically can record and store only a few 

 

113. AUTOMATIC™, https://www.automatic.com/, archived at http://perma.cc/4NMD-6NZR. 
114. Jamie Todd Rubin, Testing Automatic Link, the FitBit for Your Car, DAILY BEAST (July 8, 

2014), http://www.thedailybeast.com/articles/2014/07/08/testing-automatic-link-the-fitbit-for-your 
-car.html, archived at http://perma.cc/KRN7-AEVX. 

115. AUTOMATIC™, supra note 113. 
116. Id. 
117. Legal Information, AUTOMATIC™, https://www.automatic.com/legal/, archived at http:// 

perma.cc/324H-FFG3. 
118. AUTOMATIC™, supra note 113.  The Dash is a similar device.  DASH, http://dash.by, 
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MOJIO, http://www.moj.io, archived at http://perma.cc/S7FG-68B4. 
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seconds of data—enough to assist with crash diagnostics, but not enough to 
track a vehicle’s location or a driver’s performance over time.  Consumer 
smartphone-connected (or smartphone-based) apps record much more 
information and store it longitudinally.  Second, an EDR stores its limited 
information in the car on the device itself.  Consumer driving monitors and 
smartphone apps transmit such information to the device’s manufacturer and 
often store such information in the cloud.  Third, obviously the notice 
involved to consumers differs.  Many consumers may be unaware that their 
vehicle contains an EDR, which may be mentioned only in the owner’s 
manual.123  Presumably consumers are aware, however, when they install a 
consumer sensor device in their car or a car-tracking app on their smartphone. 

3. Auto-Insurance Telematics Devices.—Finally, a third type of 
automobile sensor device has become increasingly popular: insurance 
telematics devices.  These products are given to consumers by automobile 
insurers to track consumer driving behavior and offer discounts on insurance 
premiums based on driving behavior.124 

The most well-known telematics device in the United States is probably 
the Progressive Snapshot.125  Progressive provides the Snapshot device to 
insureds, who connect it to their vehicles.  The Snapshot device collects 
information on vehicle speed, time of day, miles driven, and frequency of 
hard braking.126  It does not collect information on driver identity.127  After 
thirty days of data collection, the data are used to calculate a “Snapshot score” 
for that vehicle (or driver), which is then used as one factor in determining 
the applicable insurance premium.128  Snapshot then continues to collect data 
for another five months to set the ongoing renewal discount for that policy.129  

 

123. 49 C.F.R. § 563.11(a) (2013). 
124. Bill Kenealy, Wireless Sensors Provide Underwriters with Expanded Data, BUS. INS. 

(Jan. 13, 2013, 6:00 AM), http://www.businessinsurance.com/article/20130113/NEWS04/301139 
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Deal with Progressive, GIGAOM (Sept. 4, 2014, 6:30 AM), https://gigaom.com/2014/09/04/conn 
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According to Progressive’s privacy policy, Snapshot data are not used to 
resolve insurance claims without the user’s consent.130 

Snapshot and other usage-based devices have grown in popularity, but 
enrollment remains low as a percentage of the total insurance industry.  
Overall, roughly three percent of insureds use a telematics device, although 
roughly ten percent of Progressive’s customer portfolio uses Snapshot.131  
Insurance executives continue to look for marketing approaches to reassure 
consumers about privacy concerns.132  Some have expressed concern that 
manufacturers of consumer automobile telematics systems may not be 
disclosing sufficient information about the data collected or the ways such 
data are used.133  However, industry generally minimizes concerns about 
privacy, equity, and discrimination.  Instead, industry commentators tout the 
benefits of more accurate pricing134—and even of the changes that 
individuals might make to their behavior because of increased monitoring.135  
Insurance-industry commentators speculate that the telematics revolution 
may spread from car insurance to health and life insurance.136 
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C. Home & Electricity Sensors 

Internet of Things devices have entered the home as well.  Consider two 
applications: the “smart home” of connected Internet of Things devices and 
the “smart grid” of sensor-based electricity monitors. 

1. The Smart Home.—The phrase “Internet of Things” often conjures 
up images of a home full of connected, sensor-laden devices.  As discussed 
above, sensor devices go far beyond such smart home appliances.  Neverthe-
less, such home electronics are indeed one aspect of the proliferation of 
sensors. 

There are many new consumer sensor devices available for home use.  
The most well-known may be the Nest thermostat.  The Nest thermostat—
recently acquired by Google in the first major Internet of Things 
acquisition137—tracks your behavior at home to set temperature more effi-
ciently.138  The thermostat accepts and records direct user input (e.g., to 
increase or decrease temperature) but also contains sensors to sense motion 
in a room, ambient light, room temperature, and humidity.139  All such 
information is stored on Nest’s cloud servers and can be accessed and 
controlled via a user’s smartphone or other Internet-connected computer.140  
Nest also makes a smoke and carbon monoxide detector with similar 
features.141 

Beyond thermostats and smoke detectors, a variety of home appliances 
are increasingly Internet connected.  The GE Brillion home oven, for ex-
ample, reports its temperature, sends alerts, and can be turned on or controlled 
from a GE smartphone app.142  More broadly, the DropTag sensor can detect 
if a package has been dropped or shaken during shipping;143 a Twine sensor 
device can detect floods, leaks, opened doors, temperature, and other events 
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in your home;144 a Wattvision will record home energy-use patterns;145 and a 
Wimoto Growmote will text you if your plants need watering.146  Various 
firms are working to integrate such disparate sources of information onto 
software and hardware platforms.  SmartThings, for example, consists of a 
processing hub that can connect to a variety of different home sensors, such 
as an open/shut sensor (to monitor doors and windows); a vibration sensor 
(to monitor knocking on the front door); a temperature sensor (to control a 
thermostat); a motion sensor; and a power-outlet monitor (to turn outlets on 
and off remotely).147  Similarly, Belkin is developing a network of home 
devices to monitor home electricity and water usage and to allow consumer 
control over power outlets and home devices;148  Sense has created the 
Mother line of motion and other sensors to track many aspects of daily life, 
including sleep, fitness, medication compliance, water usage, home 
temperature, and home security;149 Revolv is a smart home hub designed to 
work with multiple brands of connected appliances;150 and Quirky markets a 
line of smart home products designed by GE and other manufacturers to work 
together.151  All of these consumer products aim to provide users with 
information about and control over home appliances.  Along the way, they 
generate, transmit, and store a great deal of information about both a home 
and those within it. 

2. The Smart Grid.—The home is increasingly monitored via sensors in 
a second way as well: the smart electricity grid.  According to the U.S. Energy 
Information Administration, more than 36 million smart electricity meters 
were installed in the United States as of August 2012, covering roughly 25% 
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of the U.S. electric market.152  The smart grid such meters create promises 
huge energy efficiencies.153 

At the same time, smart grid data provide an intimate look into one’s 
home.  Electricity usage can reveal when a person is or is not home; how 
often they cook, clean, shower, or watch television; how often they go on 
vacation; and how often they use exercise equipment.  Computer-science 
research has even shown that one can determine—with 96% accuracy—
exactly what program or movie someone is watching on television just by 
monitoring electrical signals emanating from the person’s house.154 

One can infer a great deal from such data, such as how affluent a person 
is, how diligent a person is about cleanliness or exercise, and even how 
depressed or sleep-deprived a person may be:  

For example: the homeowner tends to arrive home shortly after the 
bars close; the individual is a restless sleeper and is sleep deprived; the 
occupant leaves late for work; the homeowner often leaves appliances 
on while at work; the occupant rarely washes his/her clothes; the 
person leaves their children home alone; the occupant exercises 
infrequently.155  
As with other forms of sensor data, such information could be of interest 

to insurance companies, employers, creditors, and law enforcement.156  And 
it is very hard to opt out of the smart grid, because utility companies roll 
smart meters out to an entire geographic area.157 

The European Data Protection Supervisor has warned that such 
monitors could lead to “massive collection of personal data” without much 
protection.158  Similarly, the National Institute of Standards and Technology 
recently warned that: 
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Personal energy consumption data . . . may reveal lifestyle infor-
mation that could be of value to many entities, including vendors of a 
wide range of products and services.  Vendors may purchase attribute 
lists for targeted sales and marketing campaigns that may not be 
welcomed . . . .  Such profiling could extend to . . . employment 
selection, rental applications, and other situations that may not be 
welcomed by those targets.159  
Nevertheless, only a few states have addressed how smart grid data can 

be used, how it should be secured, and what sorts of consent consumers 
should be required to provide for its use.160  The California Public Utilities 
Commission and the National Institute of Standards and Technology 
collaborated on a report detailing the potential privacy problems with smart 
grid technology.161  One state has required utility companies to secure a 
homeowner’s express consent before installing a smart grid device,162 and 
five states have enacted legislation allowing consumers to opt out of using 
smart grid technology.163  Several states have also limited a utility company’s 
ability to sell or share smart grid data with third parties.164  To date, however, 
such regulation of the smart grid is inconsistent and scattered. 

D. Employee Sensors 

Beyond the body, car, or home, sensors are also being deployed in the 
workplace, allowing new forms of employee monitoring and control.  As in 
other contexts, workplace sensors create new streams of data about where 
employees are during the workday, what they are doing, how long their tasks 
take, and whether they comply with employment rules. 

Consider a simple example.  HyGreen is a hand-hygiene monitoring 
system to record all hand-hygiene events in a hospital and remind health-care 
workers to wash their hands.165  The system consists of sink-top sensors that 

 

EX:52012XX1101(06)&qid=1413041613906&from=EN, archived at http://perma.cc/M8QG-86 
N8. 

159. PRIVACY AND THE SMART GRID, supra note 156, at 28. 
160. See id. at 10 (reporting that most state utility commissions have not promulgated privacy 

policies regarding smart grid data collection). 
161. Id. at 35–37. 
162. N.H. REV. STAT. ANN. § 374:62(II)(a) (Supp. 2013). 
163. Id. § 374:62(III); VT. STAT. ANN. tit. 30, § 2811(b)(2)–(3) (Supp. 2013); H.R. 4315, 97th 

Leg., Reg. Sess. (Mich. 2013); H.R. 5027, 2013 Gen. Assemb., Reg. Sess. (R.I. 2013); S. 7184, 235th 
Leg., Reg. Sess. (N.Y. 2012). 

164. See, e.g., CAL. PUB. UTIL. CODE § 8380(b), (e) (West 2013) (prohibiting utility companies 
from sharing a customer’s electric or gas consumption to a third party unless the identifying 
information is removed or the customer consents); OKLA. STAT. ANN. tit. 17, §§ 710.4, 710.7 (West 
Supp. 2014) (prescribing standards to govern the access to and use of usage data from smart grid 
and smart meter technologies); H.R. 11-1191, 68th Gen. Assemb., 1st Reg. Sess. (Colo. 2011) 
(prohibiting clearinghouses from selling or providing customer consumer data or personally 
identifiable information without consent). 

165. Hand Hygiene Recording and Reminding System, HYGREEN®, http://www.hygreen.com/, 
archived at http://perma.cc/5WK8-AZYM. 
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detect soap dispensing and hand washing.  When a hand-hygiene event is 
recognized, the sensors read the employee’s identification badge and 
wirelessly transmit a record of the employee’s identity and the time and 
location of the hand-washing event.166  If the employee has not washed her 
hands and approaches a patient’s bed, another sensor on the bed registers that 
the employee is approaching and sends the employee’s identification badge 
a warning signal, causing the badge to vibrate to remind the employee to 
wash.167  The system tracks and stores all hand washing by employees around 
the clock.168 

This is a direct and fairly obvious use of sensors to monitor employees 
and shape their behavior.  Location and movement tracking is another 
relatively simple use.  As one commentator recently noted:  

 As Big Data becomes a fixture of office life, companies are turning 
to tracking devices to gather real-time information on how teams of 
employees work and interact.  Sensors, worn on lanyards or placed on 
office furniture, record how often staffers get up from their desks, 
consult other teams and hold meetings.169  
The Bank of America, for example, has used sensor badges to record 

call-center employees’ movements and tone of voice throughout the day.170 
Other examples of such relatively simple sensor systems include fleet 

tracking of company trucks or automobiles.  For example, Cloud Your Car 
makes a small device that plugs into a car’s cigarette lighter and contains a 
GPS tracker, cell connectivity, and a variety of accelerometer sensors.171  It 
is designed to help business owners track their fleet of vehicles, as well as 
monitor employee driving behavior.172  An employer can, for example, 
monitor fleet status and locations in real time, review route histories, and 
track employees’ driving rankings and scores.173  Similarly, GreenRoad 

 

166. HyGreen and Hand Hygiene: How It Works, HYGREEN®, http://www.hygreen.com/Hand 
HygieneMonitor/How.asp, archived at http://perma.cc/HU5B-5W9L. 

167. Id. 
168. Other hand-washing systems exist as well. See, e.g., MedSense™, GENERAL SENSING, 

http://www.generalsensing.com, archived at http://perma.cc/4Y6H-ALRF (providing a hand-
hygiene compliance and monitoring system similar to the HyGreen); See What iM Is All About, 
INTELLIGENTM, http://www.intelligentm.com, archived at http://perma.cc/FYQ4-T2FJ (offering a 
wristband providing similar functions to the MedSense and HyGreen). See generally Anemona 
Hartocollis, With Money at Risk, Hospitals Push Staff to Wash Hands, N.Y. TIMES, May 28, 2013, 
http://www.nytimes.com/2013/05/29/nyregion/hospitals-struggle-to-get-workers-to-wash-their-ha 
nds.html, archived at http://perma.cc/YL3Y-ZJ5S (chronicling the efforts of hospitals to improve 
hygiene compliance through the use of technology). 

169. Rachel Emma Silverman, Tracking Sensors Invade the Workplace, WALL ST. J., Mar. 7, 
2013, http://online.wsj.com/news/articles/SB10001424127887324034804578344303429080678, 
archived at http://perma.cc/9X3V-PMKR. 

170. Id. 
171. Fleet Management for Small Businesses, CLOUD YOUR CAR, https://www.cloudyourcar 

.com/product/?lang=None, archived at http://perma.cc/A5EB-JFHU. 
172. Id. 
173. Id. 



2014] Regulating the Internet of Things 113 

manufactures fleet-tracking sensors designed to reduce accident, fuel, 
insurance, and maintenance costs by providing real-time driving and location 
information to employers.174 

Sensors are being used to track more nuanced and abstract aspects of 
employee behavior as well.  For example, Sociometric Solutions has 
deployed tracking devices for Bank of America, Steelcase, and Cubist 
Pharmaceuticals.175  Employees wear a sensor-laden identification badge that 
contains a microphone, a Bluetooth transmitter, a motion sensor, and an 
infrared beam.176  The microphone is not used to record the content of 
conversations, but instead to assess the tone of voice being used.177  The 
higher the pitch or the faster the speech, the more excited or passionate the 
speaker.178  Similarly, the infrared beam is used to determine how one user is 
positioned vis-à-vis another wearing a similar badge.179  Those who generally 
have others facing them when speaking are inferred to be more dominant 
personalities.180 

Such sensors allow for some amazing inferences.  Combined with e-
mail traffic data and survey results, one company found that more socially 
engaged employees performed better, as opposed to employees that spent 
more time alone in their offices.181  As a result, the employer set a daily 
afternoon coffee break—to encourage social interaction.182  This relatively 
benign example may not cause alarm.  Such data, however, are extremely 
telling: the CEO of Sociometric Solutions says that he can “divine from a 
worker’s patterns of movement whether that employee is likely to leave the 
company, or score a promotion.”183  As MIT Professor Alex Pentland put it: 
“[w]e’ve been able to foretell, for example, which teams will win a business 
plan contest, solely on the basis of data collected from team members wearing 
badges at a cocktail reception.”184 

 

174. GreenRoad Features, GREENROAD™, http://greenroad.com/tour/features/, archived at 
http://perma.cc/US4Q-ECRP. 

175. Vivian Giang, Companies Are Putting Sensors on Employees to Track Their Every Move, 
BUS. INSIDER (Mar. 14, 2013, 6:23 PM), http://www.businessinsider.com/tracking-employees-
with-productivity-sensors-2013-3, archived at http://perma.cc/A9BM-AM8V. 

176. Id.  Hitachi has also developed a similar employee ID badge, the Hitachi Business 
Microscope, containing various sensors for nuanced monitoring of employee interactions and 
productivity.  H. James Wilson, Wearable Gadgets Transform How Companies Do Business, WALL 

ST. J., Oct. 20, 2013, http://online.wsj.com/news/articles/SB10001424052702303796404579099 
203059125112, archived at http://perma.cc/X337-N3H9. 

177. Giang, supra note 175. 
178. Id. 
179. Id. 
180. Id. 
181. See Alex “Sandy” Pentland, The New Science of Building Great Teams, HARV. BUS. REV., 

Apr. 2012, at 60, 62 (concluding that communication patterns are “the most important predictor of 
a team’s success”). 

182. Id. 
183. Silverman, supra note 169. 
184. Pentland, supra note 181, at 63. 
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There has been relatively little discussion in the legal or business 
literatures about such sensor-based employee monitoring.185  Some fear that 
consent in the employment context is difficult to assess and rarely truly 
consensual.186  This potentially becomes more problematic as employers 
demand access to more intimate information about their employees.  The 
British grocery store chain Tesco, for example, has required employees to 
wear armbands that measure their productivity.187  These Motorola devices 
track how quickly employees unload and scan goods in Tesco’s warehouse, 
as well as how often employees take breaks.188 

E. Smartphone Sensors 

Finally, the most ubiquitous new sensor technologies are those 
embedded in smartphones.  Such phones now generally contain a compass 
(to detect physical orientation); accelerometer (to track the phone’s 
movement in space); ambient light monitor (to adjust screen brightness); 
proximity sensor (to detect whether the phone is near your face); and 
gyroscope (to detect the phone’s orientation vertically or horizontally), as 
well as GPS, a sensitive microphone, and multiple cameras.189  Research is 
underway to further enhance smartphones to detect ultraviolet radiation 
levels (to help prevent skin cancer);190 pollution levels (to help monitor one’s 

 

185. See, e.g., Mika, supra note 47, at 2 (“[A]n employer can monitor virtually everything and 
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environment);191 and various indicators of health, activity, and well-being,192 
including sensors that can monitor blood alcohol levels and body fat.193 

A great deal of information can be gleaned from a typical smartphone.  
For example, the RunKeeper and Strava applications use an iPhone’s sensors 
and GPS to track running and cycling routes, speeds, and history.194  The 
Instant Heart Rate app uses a smartphone’s camera to detect a user’s fingertip 
pulse.195  The Argus and Moves apps track a user’s fitness by using a phone’s 
sensors to monitor steps taken, cycling distances, and calories expended, just 
like a dedicated fitness monitor such as Fitbit.196 

More personal, perhaps, researchers are beginning to show that existing 
smartphone sensors can be used to infer a user’s mood;197 stress levels;198 
personality type;199 bipolar disorder;200 demographics (e.g., gender, marital 

 

191. See DAVID HASENFRATZ ET AL., PARTICIPATORY AIR POLLUTION MONITORING USING 
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app.com/, archived at http://perma.cc/7SXX-ZBVF. 
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status, job status, age);201 smoking habits;202 overall well-being;203 
progression of Parkinson’s disease;204 sleep patterns;205 happiness;206 levels 
of exercise;207 and types of physical activity or movement.208  As evidence 
mounts of the many different inferences that smartphone sensors can support, 
researchers are beginning to imagine future phones that will be able to couple 
such sensor data with other information to understand even more about a 
user.  One computer scientist has predicted that such next-generation devices 
will be “cognitive phones.”209  Such a phone might be able to combine sensor-
based indications of stress, for example, with information from one’s 
calendar about what meeting or appointment caused the stress, information 
from other sensors about one’s health, and location information about where 
you were at the time the stress occurred.  Imagine that “the phone’s calendar 
overlays a simple color code representing your stress levels so you can 
visually understand at a glance what events, people, and places in the past—
and thus likely in the future—aren’t good for your mental health.”210  As 
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futuristic as this may sound, such devices are actually possible by combining 
different aspects of today’s technology. 

II. Four Problems 

Part I provided a taxonomy of types of consumer devices—personal 
health monitors, automobile black boxes, home and appliance monitors, 
employee monitors, and smartphones—already contributing to the Internet 
of Things.  These devices are currently generating reams of data about their 
users’ activities, habits, preferences, personalities, and characteristics.  Those 
data are intensely valuable.  At the same time, the Internet of Things presents 
new and difficult issues.  Put most simply, this much new, high-quality data 
cannot enter the economy without the potential for misuse.  To reap the 
benefits of the Internet of Things, we must deal proactively with its likely 
harms. 

This Part explores four problems: (1) the reality that Big Data analysis 
of the Internet of Things will likely lead to unexpected inferences that cross 
contexts in potentially unacceptable and discriminatory ways; (2) the near 
impossibility of perfectly de-identifying Internet of Things data to protect 
privacy; (3) the vulnerability of these consumer devices to hacking and other 
security breaches; and (4) the weakness of consumer sensor privacy policies 
and of notice and choice in this context in which small, often screenless 
devices may generate a great deal of invisible data.  For each issue—
discrimination, privacy, security, and consent—I consider not only the 
technical problems inherent in the Internet of Things but the ways in which 
existing law is unprepared to address those problems. 

A. Discrimination 

The first Internet of Things problem is the Achilles’ heel of widespread 
sensor deployment: Internet of Things data will allow us to sort consumers 
more precisely than ever before, but such sorting can easily turn from 
relatively benign differentiation into new and invidious types of unwanted 
discrimination.  This subpart explores both the technical and legal problems 
of discrimination on the Internet of Things.  The technical problem is simple: 
coupled with Big Data or machine learning analysis, massive amounts of 
sensor data from Internet of Things devices can give rise to unexpected 
inferences about individual consumers.  Employers, insurers, lenders, and 
others may then make economically important decisions based on those 
inferences, without consumers or regulators having much understanding of 
that process.  This could lead to new forms of illegal discrimination against 
those in protected classes such as race, age, or gender.  More likely, it may 
create troublesome but hidden forms of economic discrimination based on 
Internet of Things data.  Currently, both traditional discrimination law and 
information privacy law, such as the FCRA, are unprepared for such new 
forms of discriminatory decision making. 
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1. The Technical Problem: Sensor Fusion & Big Data Analytics May 
Mean That Everything Reveals Everything.—Consider an example.  Imagine 
that a consumer uses a Fitbit fitness-tracking bracelet to monitor her fitness 
regime and overall health.  In addition, she has an Internet-connected Aria 
scale—owned by Fitbit—that she uses to track her weight-loss progress.  She 
has used these devices for several months, storing and viewing her 
information on Fitbit’s web site.  Our hypothetical consumer now decides to 
apply for a job—or a mortgage, loan, or insurance policy.  During the 
application process her prospective employer interviews her and runs her 
through various tests, simulations, and other exercises to discern her 
experience, knowledge base, and ability to work well with others.  As a final 
step in the hiring process, the employer asks for access to our candidate’s 
Fitbit records from the previous three months. 

Although this may seem outrageous, employers increasingly analyze 
various data about potential employees to discern who will be most 
productive, effective, or congenial.  As one commentator recently put it: 
“[T]his . . . is the single biggest [Big Data] opportunity in business.  If we can 
apply science to improving the selection, management, and alignment of 
people, the returns can be tremendous.”211  Such “talent analytics”212 could 
increasingly incorporate sensor data from the Internet of Things.  Employers 
have become more comfortable with using such devices as part of wellness 
programs.213  Virgin Pulse, for example, offers a turnkey “pay-for-
prevention” program to employers that integrates incentives with electronic 
pedometers, heart-rate monitors, and biometric tracking.214  Some employers 
have also become more comfortable demanding such information from 
employees.  In March 2013, for example, CVS Pharmacy announced that 
employees must submit information about their weight, body fat 
composition, and other personal health metrics on a monthly basis or pay a 
monthly fine.215  It is not a big step to imagine employers incorporating such 
data into hiring as well. 
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Fitbit data could reveal a great deal to an employer.  Impulsivity and the 
inability to delay gratification—both of which might be inferred from one’s 
exercise habits—correlate with alcohol and drug abuse,216 disordered eating 
behavior,217 cigarette smoking,218 higher credit-card debt,219 and lower credit 
scores.220  Lack of sleep—which a Fitbit tracks—has been linked to poor 
psychological well-being, health problems, poor cognitive performance, and 
negative emotions such as anger, depression, sadness, and fear.221  Such 
information could tip the scales for or against our hypothetical candidate. 

The real issue, however, is not merely that an employer or other decision 
maker might demand access to such data.  The technical problem created by 
the Internet of Things is that sensor data tend to combine in unexpected ways, 
giving rise to powerful inferences from seemingly innocuous data sources.  
Put simply, in a world of connected sensors, “everything may reveal 
everything.”  Sensor data are so rich, accurate, and fine-grained that data from 
any given sensor context may be valuable in a variety of—and perhaps all—
other economic or information contexts. 

Thus, an employer might not have to demand access to a candidate’s 
Fitbit data.  Individuals’ driving data—from their EDR, after-market 
consumer automobile monitor, or insurance telematics device—could 
likewise give rise to powerful inferences about their personality and habits.  
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with a strong desire for immediate consumption consistently exhibit greater credit-card borrowing 
and have higher credit balances). 

220. See Stephan Meier & Charles Sprenger, Impatience and Credit Behavior: Evidence from 
a Field Experiment 21 (Research Ctr. for Behavioral Econ. and Decision-Making, Fed. Reserve 
Bank of Bos., Paper No. 07-3, 2007), available at http://papers.ssrn.com/sol3/papers.cfm?abstract 
_id=982398, archived at http://perma.cc/ZM9Q-LYTK (“[C]onfirming that more impatient 
individuals have lower credit scores . . . .”). 

221. See, e.g., Seth Maxon, How Sleep Deprivation Decays the Mind and Body, ATLANTIC, 
Dec. 30, 2013, http://www.theatlantic.com/health/archive/2013/12/how-sleep-deprivation-decays-
the-mind-and-body/282395/?single_page=true, archived at http://perma.cc/MQB5-U24S (discuss-
ing multiple studies documenting the adverse effects of sleep deprivation on physical and mental 
health); Sleep, Performance, and Public Safety, HEALTHYSLEEP, HARV. MED. SCH., 
http://healthysleep.med.harvard.edu/healthy/matters/consequences/sleep-performance-and-public-
safety, archived at http://perma.cc/D3KE-EXQ7 (“Sleep deprivation negatively impacts our mood, 
our ability to focus, and our ability to access higher-level cognitive functions.”). 
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Her electricity usage might similarly reveal much about her daily life, how 
late she typically arrived at home, and other traits that could be of interest.  
Her smartphone data could also be extremely revealing.  As just one example 
of a surprising inference, research has shown that conversational patterns—
listening, speaking, and quiet states—can be inferred from various types of 
sensors, including respiratory rates222 and accelerometer data like that 
generated by a smartphone.223  As discussed in subpart I(D), employers can 
learn a great deal about employees from such conversational information, 
even without recording audio of any kind.224 

With so many potential data sources providing relevant information 
about a potential employee, an employer could turn to any number of 
commercial partners for information about that employee.  One’s mobile 
phone carrier, electric utility company, and auto insurer might have such 
useful information, as would the makers of the myriad Internet of Things 
products reviewed in Part I.  The Internet has given rise to a massive 
infrastructure of data brokers that accumulate and track information about 
individuals.  How long before they begin to incorporate the incredibly rich 
and revealing data from the Internet of Things? 

The extent to which “everything reveals everything” is an empirical 
question, and one that my colleague Paul Ohm and I have begun to 
investigate experimentally.225  It may be that some natural constraints remain 
between information types or uses and that certain sensor data do not 
correlate with or predict certain economically valuable traits.  Fitness may 
not predict creditworthiness; driving habits may not predict employability.  
We don’t know for sure.  There is reason to expect, however, that everything 
may reveal everything enough to justify real concern.  Consider two argu-
ments for this prediction. 

First, computer scientists have long discussed the phenomenon of 
“sensor fusion.”  Sensor fusion is the combining of sensor data from different 
sources to create a resulting set of information that is better than if the 

 

222. See Md. Mahbubur Rahman et al., mConverse: Inferring Conversation Episodes from 
Respiratory Measurements Collected in the Field, in WIRELESS HEALTH 2011, at art. 10 (2011) 
(“[T]his is the first work to show that inference of listening state is possible from respiration 
measurements.”). 

223. See Aleksandar Matic et al., Speech Activity Detection Using Accelerometer, in 34TH 

ANNUAL INTERNATIONAL CONFERENCE OF THE IEEE MEDICINE AND BIOLOGY SOCIETY 2112, 
2112 (2012) (measuring laryngeal vibrations with an accelerometer as a means of detecting speech 
patterns). 

224. Cf. id. at 2114–15 (concluding that accelerometer data can provide information about a 
person’s social activity without raising the privacy concerns associated with recording con-
versations). 

225. See generally Scott Peppet & Paul Ohm, The Discriminatory Inferences Project (June 6, 
2014) (unpublished manuscript) (on file with author).  That research was presented at the Seventh 
Annual Privacy Law Scholars Conference.  June 2014 Privacy Law Scholars Conference, 
BERKELEYLAW, http://www.law.berkeley.edu/plsc.htm, archived at http://perma.cc/G2S9-MZRR. 
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information is used separately.226  A classic example is the creation of 
stereoscopic vision—including depth information—by combining the 
images of two offset cameras.  A new piece of information—about depth—
can be inferred from the combination of two other pieces of data, neither of 
which independently contains that new information. 

The principle of sensor fusion means that data gleaned from various 
small sensors can be combined to draw much more complex inferences than 
one might expect.  Data from an accelerometer and a gyroscope—both of 
which measure simple movements—can be combined to infer a person’s 
level of relaxation (based on whether their movements are steady and even 
or shaky and tense).227  If one adds heart-rate sensor data, one can readily 
infer stress levels and emotions, because research has shown that heart-rate 
variations from physical exercise have a different pattern than increases due 
to excitation or emotion.228  Similarly, one might infer emotion or mental 
state from a variety of other daily activities, such as the way a consumer holds 
a cell phone, how smoothly a person types a text message, or how shaky a 
person’s hands are while holding their phone.229  Again, sensor fusion allows 
such complex and unexpected inferences to be drawn from seemingly simple 
data sources.  As consumers use devices with more and different types of 
sensors—from fitness trackers to automobiles, ovens to workplace 
identification badges—these sensor data will fuse to reveal more and 
different things about individuals’ behaviors, habits, and future intentions. 

Second, Internet of Things data are ripe for Big Data or machine 
learning analysis: 

 Networked body-worn sensors and those embedded in mobile 
devices we carry (e.g., smartphones) can collect a variety of 
measurements about physical and physiological states, such as 
acceleration, respiration, and ECG.  By applying sophisticated 
machine learning algorithms to these data, rich inferences can be made 
about the physiological, psychological, and behavioral states and 
activities of people.  Example inferences include dietary habits, 
psychosocial stress, addictive behaviors (e.g., drinking), exposures to 

 

226. See, e.g., David L. Hall & James Llinas, An Introduction to Multisensor Data Fusion, 85 
PROC. IEEE 6, 6 (1997) (“In addition to the statistical advantage gained by combining same-source 
data . . . , the use of multiple types of sensors may increase the accuracy with which a quantity can 
be observed and characterized.”).  Sensor fusion is a subset of the general idea of data fusion, by 
which data from different sources is combined to draw new, more powerful inferences.  See id. at 
14–17 (proposing three alternative data-fusion architectures that incorporate multisensory data in 
different ways); Richard Beckwith, Designing for Ubiquity: The Perception of Privacy, IEEE 
PERVASIVE COMPUTING, Apr.–June 2003, at 40, 43 (“Data from various sensors can be merged to 
yield second-order data . . . .  It’s difficult to imagine various uses for fused data when you don’t 
even consider that a fusion could take place.”). 

227. KAIVAN KARIMI, THE ROLE OF SENSOR FUSION AND REMOTE EMOTIVE COMPUTING 

(REC) IN THE INTERNET OF THINGS 6–7 (2013), available at http://cache.freescale.com/files 
/32bit/doc/white_paper/SENFEIOTLFWP.pdf, archived at http://perma.cc/FP82-HK55. 

228. Id. at 6. 
229. Id. at 7. 
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pollutants, social context, and movement patterns. . . .   

  . . .  Seemingly innocuous data shared for one purpose can be used 
to infer private activities and behaviors that the individual did not 
intend to share.230  

Commercial firms are already applying Big Data techniques to Internet of 
Things data to produce such inferences. 

Consider, for example, the credit industry.  I have explored elsewhere 
the evolution of credit scoring in the Internet age,231 but suffice to say that 
lenders continually expand the types of information they incorporate into 
credit assessments.  Most recently, some lenders have included data from 
social networks, such as Facebook and LinkedIn, to gauge credit risk.232  Neo 
Finance, for example, targets auto-loan borrowers and uses social networks 
to gauge a borrower’s credit risk,233 as does Lenddo, a microlender in Hong 
Kong that uses social-network density to make credit decisions.234  Similarly, 
the start-up Kreditech examines over fifteen thousand data points to create an 
alternative to FICO scores.  These include location data; social data (e.g., 
likes, friends, locations, posts); e-commerce shopping behavior; and device 
data (e.g., apps installed, operating systems installed).235  Kreditech focuses 
on consumers in emerging markets where traditional credit scores do not 
exist.236 

In keeping with this search for more nuanced and predictive data 
sources, lenders are beginning to experiment with incorporating Internet of 
Things sensor data into such decisions.  Cell-phone data are an obvious first 
place to start.  For example, Safaricom, Kenya’s largest cell-phone operator, 
studies its mobile phone users to establish their trustworthiness.  Based on 
 

230. Raij et al., supra note 49, at 11 (citations omitted). 
231. See Peppet, supra note 48, 1163–64 (examining how credit companies, among other 

institutions, increasingly use the Internet to mine and aggregate data, profile consumers, and assess 
credit risk). 

232. See Evelyn M. Rusli, Bad Credit? Start Tweeting: Startups are Rethinking How to 
Measure Creditworthiness Beyond FICO, WALL ST. J., Apr. 1, 2013, http://online.wsj.com/news/ar 
ticles/SB10001424127887324883604578396852612756398, archived at http://perma.cc/5MJ5-
TGDX (listing social-media factors considered by some lending companies); Evgeny Morozov, 
Your Social Networking Credit Score, SLATE (Jan. 30, 2013, 8:30 AM), http://www.slate.com 
/articles/technology/future_tense/2013/01/wonga_lenddo_lendup_big_data_and_social_networkin
g_banking.html, archived at http://perma.cc/W5TW-4NXD (giving examples of various algorithms 
that use one’s connections on social media as a factor in determining credit risk or worthiness). 

233. Rusli, supra note 232 (detailing how Neo Finance analyzes customers’ LinkedIn profiles 
when making loan decisions); About, NEO, https://neoverify.com/about, archived at 
http://perma.cc/U7LQ-3GNN. 

234. What Is Lenddo?, LENDDO, https://www.lenddo.com/pages/what_is_lenddo/about, ar-
chived at http://perma.cc/7A2X-KTTC. 

235. The KrediTechnology, KREDITECH, http://www.kreditech.com/#kreditechnology, 
archived at http://perma.cc/K265-9JR6.  Similarly, Wonga, based in London, examines between 
6,000 and 8,000 data points about potential customers.  William Shaw, Cash Machine: Could 
Wonga Transform Personal Finance?, WIRED, May 5, 2011, http://www.wired.co.uk/magazine 
/archive/2011/06/features/wonga, archived at http://perma.cc/6R2M-HZKE. 

236. The KrediTechnology, supra note 235. 



2014] Regulating the Internet of Things 123 

how often its customers top up their airtime, for example, it may then decide 
to extend them credit.237  Similarly, Cignifi uses the length, time of day, and 
location of cell calls to infer the lifestyle of smartphone users—and hence the 
reliability of those users—for loan applicants in the developing world.238 

Sensor fusion and Big Data analysis combine to create the possibility 
that everything reveals everything on the Internet of Things.  Although a 
consumer may use a Fitbit solely for wellness-related purposes, such data 
could easily help an insurer draw inferences about that consumer to set 
premiums more accurately (e.g., amount of exercise may influence health or 
life insurance, or amount and quality of sleep may influence auto insurance); 
aid a lender in assessing the consumer’s creditworthiness (e.g., conscientious 
exercisers may be better credit risks); help an employer determine whom to 
hire (e.g., those with healthy personal habits may turn out to be more diligent 
employees); or even help a retailer price discriminate (e.g., those wearing a 
Fitbit may have higher incomes than those without).  To the extent that 
context-violative data use breaks privacy norms—as Helen Nissenbaum and 
others have argued—consumer sensors will disrupt consumers’ 
expectations.239  This is Big Data at an entirely new scale, brought about by 
the proliferation of little sensors.240 

2. The Legal Problem: Antidiscrimination and Credit Reporting Law Is 
Unprepared.—There are two main legal implications of the possibility that 
everything may begin to reveal everything.  First, will the Internet of Things 
lead to new forms of discrimination against protected classes, such as race?  
Second, will the Internet of Things lead to troubling forms of economic 
discrimination or sorting? 

a. Racial & Other Protected Class Discrimination.—If the Internet of 
Things creates many new data sources from which unexpected inferences can 
be drawn, and if those inferences are used by economic actors to make 
decisions, one can immediately see the possibility of seemingly innocuous 

 

237. See ALICE T. LIU & MICHAEL K. MITHIKA, USAID, MOBILE BANKING–THE KEY TO 

BUILDING CREDIT HISTORY FOR THE POOR? 3 (2009), available at http://www.gsma.com/mobile 
fordevelopment/wpcontent/uploads/2012/03/mobile_banking_key_to_building_credit_history1.pd
f, archived at http://perma.cc/6W9-L3PT (analyzing how M-PESA, Safaricom’s mobile payment 
and mobile banking system, extends credit to users without formal banking or credit histories on 
the basis of mobile transactions and payment histories). 

238. How It Works, CIGNIFI™, http://cignifi.com/en-us/technology, archived at http://perma 
.cc/G2WA-7PBW. 

239. Heather Patterson & Helen Nissenbaum, Context-Dependent Expectations of Privacy in 
Self-Generated Mobile Health Data 43–45 (June 6, 2013) (unpublished manuscript) (on file with 
author).  That paper was presented at the Sixth Annual Privacy Law Scholars Conference.  June 
2013 Privacy Law Scholars Conference, BERKELEYLAW, http://www.law.berkeley.edu/14524.htm, 
archived at http://perma.cc/QDP2-SVDL. 

240. See generally VIKTOR MAYER-SCHÖNBERGER & KENNETH CUKIER, BIG DATA: A 

REVOLUTION THAT WILL CHANGE HOW WE LIVE, WORK, AND THINK (2013) (exploring the 
growing predictive, analytic, and commercial role of large-scale data use in society). 



124 Texas Law Review [Vol. 93:85 

data being used as a surrogate for racial or other forms of illegal 
discrimination.  One might not know a credit applicant’s race, but one might 
be able to guess that race based on where and how a person drives, where and 
how that person lives, or a variety of other habits, behaviors, and 
characteristics revealed by analysis of data from a myriad of Internet of 
Things devices.  Similarly, it would not be surprising if various sensor 
devices—a Fitbit, heart-rate tracker, or driving sensor, for example—could 
easily discern a user’s age, gender, or disabilities.  If sensor fusion leads to a 
world in which “everything reveals everything,” then many different types of 
devices may reveal sensitive personal characteristics.  As a result, the Internet 
of Things may make possible new forms of obnoxious discrimination. 

This is a novel problem and one that legal scholars are just beginning to 
recognize.241  I am not convinced that the most blatant and obnoxious forms 
of animus-based discrimination are likely to turn to Internet of Things data—
if a decision maker wants to discriminate based on race, age, or gender, they 
likely can do so without the aid of such Internet of Things informational 
proxies.  Nevertheless, the problem is worth considering because traditional 
antidiscrimination law is in some ways unprepared for these new forms of 
data. 

Racial and other forms of discrimination are obviously illegal under 
Title VII.242  Title I of the Americans with Disabilities Act (ADA) forbids 
discrimination against those with disabilities,243 and the Genetic Information 
Nondiscrimination Act (GINA) bars discrimination based on genetic 
inheritance.244  These traditional antidiscrimination laws leave room, 
however, for new forms of discrimination based on Internet of Things data.  
For example, nothing prevents discrimination based on a potential 

 

241. See, e.g., Omer Tene & Jules Polonetsky, Judged by the Tin Man: Individual Rights in the 
Age of Big Data, 11 J. ON TELECOMM. & HIGH TECH. L. 351, 358 (2013) (explaining that detecting 
discrimination based on Internet of Things data may be difficult since such discrimination may be 
based upon a large number of facially neutral factors).  Some have argued that increased information 
about consumers may dampen discrimination against those in protected classes.  Lior Strahilevitz 
is most known for taking this optimistic view that increased data flows will curb racial 
discrimination by allowing individuals and firms to discriminate for economically relevant reasons 
rather than using race, age, gender, or other protected classes as a discriminatory proxy.  See Lior 
Jacob Strahilevitz, Privacy Versus Antidiscrimination, 75 U. CHI. L. REV. 363, 380 (2008) 
(supporting the publication of previously private information in an effort to discourage employers 
from using more subtle and unfavorable statistical discrimination techniques to avoid undesirable 
employees); Lior Jacob Strahilevitz, Toward A Positive Theory of Privacy Law, 126 HARV. L. REV. 
2010, 2029 (2013) [hereinafter Strahilevitz, Positive Theory] (“[I] have argued that protecting 
privacy seems to thwart price and service discrimination while fostering statistical discrimination 
on the basis of race and gender . . . .”).  But see Anita L. Allen, Privacy Law: Positive Theory and 
Normative Practice, 126 HARV. L. REV. F. 241, 245–46 (2013) (countering that even if increased 
information benefits some African Americans, such heavy surveillance might also create 
disproportionate burdens for African Americans as a group). 

242. See 42 U.S.C. § 2000e–2(a) (2012) (prohibiting an employer from discriminating against 
prospective or current employees on the basis of “race, color, religion, sex, or national origin”). 

243. Id. § 12112(a). 
244. Id. § 2000ff–4(a). 
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employee’s health status, so long as the employee does not suffer from what 
the ADA would consider a disability.245  Similarly, antidiscrimination law 
does not prevent economic sorting based on our personalities, habits, and 
character traits.246  Employers are free not to hire those with personality traits 
they don’t like; insurers are free to avoid insuring—or charge more to—those 
with risk preferences they find too expensive to insure; lenders are free to 
differentiate between borrowers with traits that suggest trustworthiness 
versus questionable character.247 

As analysis reveals more and more correlations between Internet of 
Things data, however, this exception or loophole in antidiscrimination law 
may collapse under its own weight.  A decision at least facially based on 
conduct—such as not to hire a particular employee because of her lack of 
exercise discipline—may systematically bias an employer against a certain 
group if that group does not or cannot engage in that conduct as much as 
others.  Moreover, seemingly voluntary “conduct” may shade into an im-
mutable trait depending on our understanding of genetic predisposition.  
Nicotine addiction and obesity, for example, may be less voluntary than 
biologically determined.248  The level of detail provided by Internet of Things 
data will allow such fine-grained differentiation that it may easily begin to 
resemble illegal forms of discrimination.  Currently, traditional anti-
discrimination law has not yet considered these problems. 

b. Economic Discrimination.—Even without the problem of race, age, 
or gender discrimination, using Internet of Things data to discriminate 
between—or “sort”—consumers is also potentially controversial.  If wide-
spread consumer sensor use leads to a world in which everything reveals 
everything, this will permit insurers, employers, lenders, and other economic 
actors to distinguish more finely between potential insureds, employees, and 
borrowers.  From the perspective of economics, this may be beneficial.  Put 
simply, more data will allow firms to separate pooling equilibria in insurance, 
lending, and employment markets, leading to efficiencies and increased 

 

245. See Jessica L. Roberts, Healthism and the Law of Employment Discrimination, 99 IOWA 

L. REV. 571, 595–97 (2014) (analyzing whether being overweight or obese would qualify as an 
impairment protected under the ADA). 

246. See Strahilevitz, Postive Theory, supra note 241, at 2024 (“Maybe the law’s tolerance for 
personality discrimination ought to be questioned, but American antidiscrimination law presently 
does not regard that kind of question as close.”).  There is some debate about whether an employer 
conducting a personality test on a potential employee triggers the ADA’s prohibition on pre-job-
offer medical examinations.  See Gregory R. Vetter, Comment, Is a Personality Test a Pre-Job-
Offer Medical Examination Under the ADA?, 93 NW. U. L. REV. 597, 598–99 (1999) (noting that 
courts have inconsistently ruled on whether personality tests qualify as prohibited medical 
examinations under the ADA). 

247. See Roberts, supra note 245, at 604–05 (comparing trait-based and conduct-based 
discrimination and explaining why the ADA covers the former but not the latter). 

248. See id. at 614–15 (identifying research studies suggesting that obesity and nicotine 
addiction may not be exclusively voluntary traits). 
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social welfare.249  From a legal or policy perspective, however, economic 
sorting is just not that simple.  The public and its legislators tend to react 
strongly to forms of economic discrimination that economists view as 
relatively benign.  For example, price discrimination—charging one 
consumer more for a good than another because of inferences about the first 
person’s willingness or ability to pay—may be economically neutral or even 
efficient, but consumers react strongly against it.250 

As indicated, traditional antidiscrimination law does not forbid differ-
entiating between individuals on the basis of their behavior, personality, or 
conduct.  That said, some constraints do exist on the use of Internet of Things 
data streams for such inferences and purposes.  Most important, the FCRA 
establishes consumers’ rights vis-à-vis credit reports.251  Under the FCRA, 
“consumer reporting agenc[ies]” (CRAs) are entities that engage in 
“assembling or evaluating consumer credit information or other information 
on consumers for the purpose of furnishing consumer reports to third 
parties . . . .”252  A consumer report is any report  

of any information by a consumer reporting agency bearing on a 
consumer’s credit worthiness, credit standing, credit capacity, 
character, general reputation, personal characteristics, or mode of 
living which is used or expected to be used . . . for the purpose of 
serving as a factor in establishing the consumer’s eligibility for— 

(A) credit or insurance . . . ; [or]  
(B) employment purposes . . . .253 

The FTC has warned mobile-application developers that if they provide 
information to employers about an individual’s criminal history, for example, 
they may be providing consumer reports and thus regulated by the FCRA.254  
 

249. See Strahilevitz, Positive Theory, supra note 241, at 2021 (illustrating how companies 
determine a person’s credit risk or potential purchase decisions based on seemingly unrelated 
factors, such as whether the person has purchased felt pads for furniture). 

250. See, e.g., Alessandro Acquisti & Hal R. Varian, Conditioning Prices on Purchase History, 
24 MARKETING SCI. 367, 367–68, 380 (2005) (discussing ways consumers seek to avoid a company 
tracking their purchase or behavioral history but concluding that, as transactions become 
increasingly computerized, the use of customers’ behavioral or purchase data may increase 
consumer welfare); Ryan Calo, Digital Market Manipulation, 82 GEO. WASH. L. REV. 996, 1026–
27 (2014) (postulating that some consumers would incur additional transaction costs just to avoid 
disclosing behavioral or personal data to companies).  But see Ariel Porat & Lior Jacob Strahilevitz, 
Personalizing Default Rules and Disclosure with Big Data, 112 MICH. L. REV. 1417, 1456 (2014) 
(suggesting that the effect of price discrimination on consumer welfare may be more ambiguous 
than indicated by some scholars). 

251. Fair Credit Reporting Act, 15 U.S.C. § 1681 (2012). 
252. Id. § 1681a(f). 
253. Id. § 1681a(d)(1). 
254. On January 25, 2012, the FTC sent warning letters to three marketers of mobile 

applications (Everify, InfoPay, and Intelligator) that provided criminal background checks to 
employers.  Letter from Maneesha Mithal, Assoc. Dir., Fed. Trade Comm’n, to Alon Cohen, 
Everify, Inc. (Jan. 25, 2012), http://www.ftc.gov/sites/default/files/attachments/press-releases/ftc-
warns-marketers-mobile-apps-may-violate-fair-credit-reporting-act/120207everifyletter.pdf, arch-
ived at http://perma.cc/7BXC-W68A; Letter from Maneesha Mithal, Assoc. Dir., Fed. Trade 



2014] Regulating the Internet of Things 127 

By analogy, if a consumer sensor company such as Fitbit began to sell their 
data to prospective employers or insurance companies, the FTC could take 
the position that Fitbit had become a CRA under the FCRA.  If a company 
such as Fitbit were classified as a CRA, consumers would have the right to 
dispute the accuracy of any information provided by such a CRA.255  If 
Internet of Things manufacturers were not deemed CRAs, but instead 
deemed to be providing information to CRAs—such as established credit-
reporting firms or data aggregators—the FCRA would forbid Internet of 
Things firms from knowingly reporting inaccurate information and would 
require that such firms correct and update incomplete or incorrect 
information.256 

Although this somewhat constrains the use of Internet of Things data 
streams, the FCRA’s reach is limited.  First and foremost, a lender, insurer, 
or employer doing its own analysis of sensor data would not trigger the 
FCRA’s CRA-related requirements.257  Thus, Internet of Things data could 
be requested from applicants or gathered by such firms with impunity, as in 
the introductory example to this section. 

Further, the FCRA does not apply if data are used to tailor offers made 
through sophisticated electronic marketing techniques.258  For example, if a 
data aggregator sells a consumer’s profile—including a profile based on 
Internet of Things sensor data—to a credit-card company at the moment that 
the consumer accesses the credit-card company’s website, and that profile is 
used to tailor what the consumer sees on the website (e.g., displaying one or 

 

Comm’n, to Daniel Dechamps, InfoPay, Inc. (Jan. 25, 2012), http://www.ftc.gov/sites/default/files 
/attachments/press-releases/ftc-warns-marketers-mobile-apps-may-violate-fair-credit-reporting-act 
/120207infopayletter.pdf, archived at http://perma.cc/F3PV-Z8VW; Letter from Maneesha Mithal, 
Assoc. Dir., Fed. Trade Comm’n, to Amine Mamoun, Intelligator, Inc. (Jan. 25, 2012), http://www 
.ftc.gov/sites/default/files/attachments/press-releases/ftc-warns-marketers-mobile-apps-may-violat 
e-fair-credit-reporting-act/120207intelligatorletter.pdf, archived at http://perma.cc/Y5BJ-CJU2. 

255. See 15 U.S.C. § 1681i(a)(1)(A) (providing that a consumer may dispute the accuracy of 
any item of information in a consumer reporting agency’s file and requiring an agency to conduct a 
“reasonable reinvestigation” to determine the accuracy of and potentially correct the contested 
information). 

256. See id. §1681s–2(a)(1)(A)–(B) (providing that a person may not knowingly provide any 
inaccurate consumer information to a consumer reporting agency). 

257. See Julie Brill, Comm’r, Fed. Trade Comm’n, Keynote Address at the 23d Computers 
Freedom and Privacy Conference: Reclaim Your Name 4 (June 26, 2013), available at 
http://www.ftc.gov/sites/default/files/documents/public_statements/reclaim-your-name/130626co 
mputersfreedom.pdf, archived at http://perma.cc/J3HA-U2HN (describing “new-fangled lending 
institutions” that use in-house credit reports derived from Big Data analyses, which practice “falls 
right on—or just beyond—the boundaries of FCRA”); see also Nate Cullerton, Note, Behavioral 
Credit Scoring, 101 GEO. L.J. 807, 827 (2013) (“[T]he FCRA appears not to apply at all to credit 
determinations made ‘in house’ by credit issuers if they are not based on a credit report.”). 

258. See Brill, supra note 257, at 4 (“It can be argued that e-scores don’t yet fall under FCRA 
because they are used for marketing and not for determinations on ultimate eligibility.”). 
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another credit card based on assumptions about that consumer), that tailored 
offer does not trigger the FCRA’s provisions.259 

Finally, the FCRA is designed to ensure accuracy in credit reports.  The 
FCRA gives consumers the right to check and challenge the accuracy of 
information found in such reports so that credit, insurance, and employment 
determinations are fair.260  Accuracy, however, is really not the problem with 
Internet of Things sensor data.  One’s Fitbit, driving, or smart home sensor 
data are inherently accurate—there is little to challenge.  What is more 
questionable are the inferences drawn from such data.  The FCRA does not 
reach those inferences, however.  It applies to the underlying “inputs” into a 
credit, insurance, or employment determination, not the reasoning that a 
bank, insurer, or employer then makes based on those inputs.261  Thus, the 
FCRA provides consumers with little remedy if Internet of Things data were 
to be incorporated into credit-reporting processes. 

In summary, both traditional antidiscrimination law and data-use-
related legislation such as the FCRA are unprepared to address the problem 
that, on the Internet of Things, everything may reveal everything. 

B. Privacy 

Discrimination based on sensor data is a potential problem so long as 
individualized inferences can be drawn from sensor data: if your Fitbit or 
automotive or smartphone data are used to draw inferences about you.  One 
solution would be to simply aggregate and anonymize all such data, refusing 
to release information about particular individuals.  Many manufacturers of 
consumer sensor devices take this approach, promising users that their data 
will only be shared with others in de-identified, anonymous ways.262  Does 
this solve the problem of discrimination and protect consumers’ privacy? 

1. The Technical Problem: Sensor Data Are Particularly Difficult to 
De-Identify.—Unfortunately not.  Return to our Fitbit example.  Even were 
Fitbit to de-identify its information by removing a user’s name, address, and 
other obviously identifying information from the dataset before it shared that 
information with others, it would be relatively easy to re-identify that dataset.  
The reason is straightforward: each of us has a unique gait.  This means that 
if I knew something about an individual Fitbit user’s gait or style of walking, 
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I could use that information to identify that individual among the millions of 
anonymized Fitbit users’ data.  I would then have access to all of that user’s 
other Fitbit data, which would now be re-associated with her.  As Ira Hunt, 
Chief Technology Officer of the Central Intelligence Agency, put it: 
“[S]imply by looking at the data [from a Fitbit] they can find out . . . with 
pretty good accuracy what your gender is, whether you’re tall or you’re short, 
whether you’re heavy or light, . . . [and] you can be 100% . . . identified by 
simply your gait—how you walk.”263 

In the last five years, legal scholars have become increasingly wary of 
the extent to which large datasets can ever be truly anonymized.  My col-
league Paul Ohm has argued that advances in computer science increasingly 
make it possible to attack and re-identify supposedly “anonymized” data-
bases, rendering futile many attempts to protect privacy with anonymity.264  
Without delving into the burgeoning literature on de-identification generally, 
the point here is that sensor datasets are particularly vulnerable.265 

Anonymization or de-identification becomes exceedingly difficult in 
sparse datasets: datasets in which an individual can be distinguished from 
other individuals by only a few attributes.266  Sensor datasets are particularly 
prone to sparsity.267  The reason is simple: sensor data capture such a rich 
picture of an individual, with so many related activities, that each individual 
in a sensor-based dataset is reasonably unique.268  For example, if a health 
sensor captures an individual’s movements throughout the day, it is quite 
easy to infer what types of transportation that individual used (e.g., car, bike, 
or subway).  That unique pattern of transportation uses, however, means that 
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if I have access to that anonymized dataset containing your complete sensor 
information, and if I simultaneously know a few specific dates and times that 
you rode the subway or a bike, for example, I can probably determine which 
of the many users in that dataset you are—and therefore know all of your 
movement information for all dates and times.269 

Preliminary research suggests that robust anonymization of Internet of 
Things data is extremely difficult to achieve, or, put differently, that re-
identification is far easier than expected: 

[R]esearchers are discovering location-oriented sensors are not the 
only source of concern and finding other sensors modalities can also 
introduce a variety of new privacy threats . . . .  [S]ensors, such as 
accelerometers, gyroscopes, magnetometers, or barometers, which at 
first glance may appear innocuous, can lead to significant new 
challenges to user anonymization.270 

For example, researchers at MIT recently analyzed data on 1.5 million 
cell-phone users in Europe over fifteen months and found that it was 
relatively easy to extract complete location information about a single person 
from an anonymized dataset containing more than a million people.271  In a 
stunning illustration of the problem, they showed that to do so required only 
locating that single user within several hundred yards of a cell-phone 
transmitter sometime over the course of an hour on four occasions in one 
year.272  With four such known data points, the researchers could identify 
ninety-five percent of the users in the dataset.273  As one commentator on this 
landmark study put it: for sensor-based datasets, “it’s very hard to preserve 
anonymity.”274 

Consider another example.  Many smartphone owners are concerned 
about the misuse of their location data, which is often considered quite 
sensitive.  In addition to GPS location sensors, however, most smartphones 
contain an accelerometer that measures the ways in which the smartphone is 
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moving through space.  Research shows that the data emitted by an 
accelerometer from one smartphone can often be correlated with similar data 
from a second phone to reveal that the two phones are producing sufficiently 
similar motion signatures to support the inference that they are in the same 
location.275  In addition, if a smartphone user is driving her car, the patterns 
of acceleration and motion created by the car moving over the roadway are 
unique as to any other location.276  As the authors of the study revealing this 
finding put it: “[T]he idiosyncrasies of roadways create globally unique 
constraints. . . .  [T]he accelerometer can be used to infer a location with no 
initial location information.”277  So long as one phone (with a known 
location) has travelled the same roads as the previously “hidden” phone (with 
unknown location), the latter can be located. 

2. The Legal Problem: Privacy Law Is Unprepared.—The inherent 
sparsity of Internet of Things data means that protecting privacy through 
anonymization is particularly unlikely to succeed.  The legal implications are 
dramatic.  Ohm has catalogued the huge number of privacy laws that rely on 
anonymization.278  Many distinguish “personally identifiable information” 
(PII)—usually defined as name, address, social-security number, or tele-
phone number—from other data that is presumed not to reveal identity.279  
The threat of re-identification of sparse sensor-based datasets makes 
questionable this distinction between PII and other data. 

Information-privacy scholarship has begun to debate how to address the 
threat of re-identification.  Ohm proposes abandoning the idea of PII 
completely;280 Paul Schwartz and Daniel Solove have recently resisted this 
approach, arguing instead that we should redefine PII along a continuum 
between identified information, identifiable information, and non-
identifiable information.281  The “identified” category pertains to information 
that is clearly associated with an individual.282  The “non-identifiable” 
pertains to information that carries only a very “remote risk” of connection 
to an individual.283  In the middle are data streams for which there is a non-
trivial possibility of future re-identification.284  Schwartz and Solove argue 
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that the law should treat differently information in these three categories.  For 
merely identifiable information that has not yet been associated with an 
individual, “[f]ull notice, access, and correction rights should not be 
granted.”285  In addition, “limits on information use, data minimalization, and 
restrictions on information disclosure should not be applied across the board 
to identifiable information.”286  Data security, however, should be protected 
when dealing with identifiable information.287 

Others have adopted a similar approach.288  According to the FTC, three 
considerations are most relevant: “as long as (1) a given data set is not 
reasonably identifiable, (2) the company publicly commits not to re-identify 
it, and (3) the company requires any downstream users of the data to keep it 
in de-identified form, that data will fall outside the scope of the [FTC’s 
proposed] framework.”289  The FTC is trying to distinguish, in short, between 
data that are “reasonably identifiable” and data that are not, as well as 
between firms that are taking reasonable steps to prevent re-identification. 

Although Schwartz and Solove—and the FTC—are trying to use this 
new, third category of identifiable information to prevent the complete 
conceptual collapse of all data into the category of PII, that collapse may be 
inevitable in the Internet of Things context.  If sensor datasets are so sparse 
that easy re-identification is the norm, then most Internet of Things data may 
be “reasonably identifiable.”  The FTC’s standard—and the Schwartz and 
Solove solution—may mean that in the end all biometric and sensor-based 
Internet of Things data need to be treated as PII.  That, however, would 
require a radical re-working of current law and practice.  As we will see 
below, Internet of Things firms currently try to treat sensor data as “non-
personal.”290  Corporate counsel, regulators, and legislators have not yet 
faced the reality that Internet of Things sensor data may all be identifiable.  
In short, privacy law—both on the books and on the ground—is unprepared 
for the threats created by the Internet of Things. 

C. Security 

Internet of Things devices suffer from a third problem: they are prone 
to security vulnerabilities for reasons that may not be simple to remedy.  
More importantly, data security laws—particularly state data-breach notifi-
cation statutes—are unprepared for and don’t apply to such security 
problems.  To return to our example, if Fitbit’s servers were hacked today, 
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the company would have no legal obligation to inform the public and no legal 
consequence would likely attach. 

1. The Technical Problem: Internet of Things Devices May Be 
Inherently Prone to Security Flaws.—The Internet of Things has recently 
begun to attract negative attention because of increasing concerns over data 
security.  In November 2013, security firm Symantec discovered a new 
Internet worm that targeted small Internet of Things devices—particularly 
home routers, smart televisions, and Internet-connected security cameras—
in addition to traditional computers.291  In the first large-scale Internet of 
Things security breach, experts estimate that the attack compromised over 
one-hundred-thousand devices—including smart televisions, wireless 
speaker systems, and refrigerators—and used them to send out malicious e-
mails.292 

Although attention to such issues is on the rise, computer-security 
experts have known for years that small, sensor-based Internet of Things 
devices are prone to security problems.293  A team from Florida International 
University showed that the Fitbit fitness tracker could be vulnerable to a 
variety of security attacks, and that simple tools could capture data from any 
Fitbit within 15 feet.294  The device simply was not engineered with data 
security in mind.295  In July 2014, Symantec released the results of a study of 
fitness trackers showing “security risks in a large number of self-tracking 
devices and applications.”296 

More dire, insulin pumps have been shown to be vulnerable to hacking.  
Jay Radcliffe, a security researcher with diabetes, has demonstrated that these 
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medical devices can be remotely accessed and controlled by a hacker nearby 
the device’s user.297  Similarly, many insulin pumps communicate wirelessly 
to a small monitor that patients use to check insulin levels.298  Radcliffe has 
shown that these monitors are also easily accessed, leading to the possibility 
that a malicious hacker could cause a monitor to display inaccurate 
information, causing a diabetic patient to mis-administer insulin doses.299  
Other medical devices have also proven insecure.300 

As a final example, in August 2013, a Houston couple heard the voice 
of a strange man cursing in their two-year-old daughter’s bedroom.301  When 
they entered the room, the voice started cursing them instead.302  The 
expletives were coming from their Internet-connected and camera-equipped 
baby monitor, which had been hacked.303  Many other webcam devices have 
also been found vulnerable: in September 2013, the FTC took its first action 
against an Internet of Things firm when it penalized TRENDnet—a web-
enabled camera manufacturer—for promising customers that its cameras 
were secure when they were not.304 

These examples illustrate the larger technical problem: Internet of 
Things devices may be inherently vulnerable for several reasons.  First, these 
products are often manufactured by traditional consumer-goods makers 
rather than computer hardware or software firms.  The engineers involved 
may therefore be relatively inexperienced with data-security issues, and the 
firms involved may place insufficient priority on security concerns.305 
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Second, consumer sensor devices often have a very compact form 
factor.  The goal is to make a small health monitor that fits on your wrist or 
a health monitor that resides in the sole of your shoe.  Small form factors, 
however, do not necessarily lend themselves to adding the processing power 
needed for robust security measures such as encryption.306  In addition, small 
devices may not have sufficient battery life to support the extra processing 
required for more robust data security. 

Finally, these devices are often not designed to be retooled once released 
into the market.  A computer or smartphone contains a complex operating 
system that can be constantly updated to fix security problems, therefore 
providing a manufacturer with ongoing opportunities to secure the device 
against new threats.  A consumer sensor device, however, is often less 
malleable and robust.  Internet of Things products may thus not be patchable 
or easy to update.307 

For all of these reasons, the Internet of Things may be inherently prone 
to security flaws.  The risks go beyond spam.  In addition to using these 
devices as remote servers, there are also endless possibilities for hacking into 
sensor-based devices for malicious purposes.  As computer-security expert 
Ross Anderson recently asked: “What happens if someone writes some 
malware that takes over air conditioners, and then turns them on and off 
remotely? . . .  You could bring down a power grid if you wanted to.”308  One 
could also, of course, spy on an individual’s sensor devices, steal an 
individual’s data, or otherwise compromise an individual’s privacy.  These 
problems have led some computer security experts to conclude that “without 
strong security foundations, attacks and malfunctions in the [Internet of 
Things] will outweigh any of its benefits.”309 

2. The Legal Problem: Data Security Law Is Unprepared.—Data 
security law is unprepared for these Internet of Things security problems.  
Data security in the United States is generally regulated through one of two 
mechanisms: FTC enforcement or state data-breach notification laws.  
Neither is clearly applicable to breaches of Internet of Things data.  Put 
differently, if your biometric data were stolen from a company’s servers, it is 
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contestable whether any state or federal regulator would have the authority 
to respond. 

First, consider the FTC’s authority.  Because there is no general federal 
data-security statute,310 the FTC has used its general authority under the 
Federal Trade Commission Act (FTC Act) to penalize companies for security 
lapses.311  The FTC Act states that “unfair or deceptive acts or practices in or 
affecting commerce” are unlawful.312  The FTC has used both the unfair and 
deceptive prongs of the FTC Act to regulate privacy and security, generally 
through consent orders with offending firms.313  In “deception” cases—such 
as the 2013 TRENDnet webcam action described above314—the FTC 
demonstrated that a company violated its own statements to consumers.  This 
is a powerful but somewhat limited grounds for enforcement in security cases 
because it depends on the company having made overly strong security-
related promises to the public. 

The FTC has therefore also brought “unfairness” cases to attack poor 
security practices.315  In unfairness cases, the FTC must show that a firm 
injured consumers in ways that violate public policy.316  This is most easy in 
contexts with federal statutory requirements about data security, such as 
finance and health care.  Outside of those delimited contexts, the FTC’s 
authority is less solid.  Both commentators and firms have questioned the 
scope of the FTC’s jurisdiction in such cases.317  Most recently, the Wyndham 
Hotel Group litigated that jurisdiction after the FTC alleged that Wyndham 
had unreasonably exposed consumer information through lax security 
measures.318  Although the FTC prevailed in that challenge,319 there is no 
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question that the FTC’s authority in this area would be considerably 
strengthened by legislative action to establish data-security requirements.  

As a second option, therefore, consider the possible treatment of Internet 
of Things security violations under state data-breach notification statutes.  At 
the very least, one might assume that breaches of potentially sensitive—and 
difficult to anonymize—sensor data would be made public under such laws, 
just as theft of credit card data or other personal information requires public 
disclosure.  At the moment, however, that is not the case.  Forty-six states 
have enacted data-breach notification laws.320  All of those cover “personal 
information,”321 which is generally defined in such statutes as an individual’s 
first and last name, plus one or more of the individual’s Social Security 
number, driver’s license number, or bank or credit card account 
information.322  Thus, for the vast majority of states, a security breach that 
resulted in the theft of records containing users’ names and associated 
biometric or sensor data would not trigger state data-breach notification 
requirements.  A breach that only stole sensor data without users’ names 
would also fail to trigger such laws. 

 

320. ALASKA STAT. § 45.48.010 (2012); ARIZ. REV. STAT. ANN. § 44-7501 (2013); ARK. 
CODE ANN. § 4-110-105 (2011); CAL. CIV. CODE §§ 1798.29, 1798.82 (West Supp. 2014); COLO. 
REV. STAT. ANN. § 6-1-716 (West Supp. 2013); CONN. GEN. STAT. ANN. § 36a-701b (West Supp. 
2014); DEL. CODE ANN. tit. 6, § 12B-102 (2013); FLA. STAT. ANN. § 817.5681 (West 2006); GA. 
CODE ANN. § 10-1-912 (2009); HAW. REV. STAT. ANN. §§ 487N-1 to -7 (LexisNexis 2012); IDAHO 

CODE ANN. § 28-51-105 (2013); 815 ILL. COMP. STAT. ANN. 530/10 to 530/12 (West 2008); IND. 
CODE ANN. §§ 24-4.9-3-1 to -3-2 (West Supp. 2013); IOWA CODE ANN. § 715C.2 (West Supp. 
2014); KAN. STAT. ANN. § 50-7a02 (Supp. 2013); LA. REV. STAT. ANN. § 51.3074 (2012); ME. 
REV. STAT. ANN. tit. 10, § 1348 (Supp. 2013); MD. CODE ANN., LAB. & EMPL. §§ 14-3501 to -3508 
(LexisNexis 2013); MASS. GEN. LAWS ANN. ch. 93H, §§ 1–6 (West Supp. 2014); MICH. COMP. 
LAWS ANN. § 445.72 (West 2011); MINN. STAT. ANN. § 325E.61 (West 2011); MISS. CODE ANN. 
§ 75-24-29 (Supp. 2013); MO. ANN. STAT. § 407.1500 (West 2011); MONT. CODE ANN. § 30-14-
1704 (2013); NEB. REV. STAT. § 87-803 (2008); NEV. REV. STAT. § 603A.220 (2013); N.H. REV. 
STAT. ANN. § 359-C:20 (2009); N.J. STAT. ANN. § 56:8-163 (West 2012); N.Y. GEN. BUS. LAW 
§ 899-aa (McKinney 2012); N.C. GEN. STAT. § 75-65 (2013); N.D. CENT. CODE §§ 51-30-02 to  
-30-03 (Supp. 2013); OHIO REV. CODE ANN. §§ 1347.12, 1349.19 (West Supp. 2014); OKLA. STAT. 
tit. 74, § 3113.1 (2011); OR. REV. STAT. § 646A.604 (2013); 73 PA. CONS. STAT. ANN. §§ 2301–
2308, 2329 (West Supp. 2014); R.I. GEN. LAWS § 11-49.2-3 (Supp. 2013); S.C. CODE ANN. § 39-
1-90 (Supp. 2013); TENN. CODE ANN. § 47-18-2107 (2013); TEX. BUS. & COM. CODE ANN. 
§ 521.053 (West Supp. 2014); UTAH CODE ANN. § 13-44-202 (LexisNexis 2013); VT. STAT. ANN. 
tit. 9, § 2435 (Supp. 2013); VA. CODE ANN. § 18.2-186.6 (2014); id. § 32.1-127.1:05 (2011); WASH. 
REV. CODE ANN. § 19.255.010 (West 2013); id. § 42.56.590 (West Supp. 2014); W. VA. CODE 

ANN. §§ 46-2A-101 to -2A-05 (LexisNexis Supp. 2014); WIS. STAT. ANN. § 134.98 (West 2009); 
WYO. STAT. ANN. § 40-12-502 (2013). 

321. New York’s statute covers “private information.”  N.Y. GEN. BUS. LAW § 899-aa(b) 
(McKinney 2012).  Vermont’s covers “personally identifiable information.”  VT. STAT. ANN. tit. 9, 
§ 2430(5) (Supp. 2013).  The Texas statute covers “sensitive personal information.”  TEX. BUS. & 

COM. CODE ANN. § 521.002(a)(2) (West Supp. 2014). 
322. See State Data Breach Statute Form, BAKER HOSTETLER 1 (2014), http://www 

.bakerlaw.com/files/Uploads/Documents/Data%20Breach%20documents/State_Data_Breach_Stat
ute_Form.pdf, archived at http://perma.cc/8536-TESS (providing a general definition “based on the 
definition commonly used by most states”). 
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A few anomalous jurisdictions have enacted data-breach notification 
laws that could be interpreted broadly to protect sensor data, but only with 
some creativity.  The approaches of those jurisdictions can be separated into 
two groups.  The first group includes Arkansas, California, Missouri, and 
Puerto Rico, which all include “medical information” in their definition of 
“personal information.”323  Missouri defines “medical information” to mean 
“any information regarding an individual’s medical history, mental or 
physical condition, or medical treatment or diagnosis by a health care 
professional.”324  Thus, if breached sensor data related to “mental or physical 
condition”—for example, personal-fitness tracking data—Missouri’s statute 
might reach the breach.  Arkansas and California define “medical 
information” more narrowly to mean only information “regarding the 
individual’s medical history or medical treatment or diagnosis by a health 
care professional.”325  These two state statutes seem to have followed the 
definitions included in the Health Insurance Portability and Accountability 
Act (HIPAA), which defines “health information” as “any information, 
including genetic information, . . . that (1) [i]s created or received by a health 
care provider, health plan, . . . and . . . (2) [r]elates to the . . . physical or 
mental health or condition of an individual.”326  HIPAA’s definition would 
most likely not encompass fitness- or health-related—let alone other—
potentially sensitive sensor data. 

The second group that differs from the norm includes Iowa, Nebraska, 
Texas, and Wisconsin, all of which include an individual’s “unique biometric 
data” in their definitions of “personal information.”327  Both Nebraska and 
Wisconsin define “unique biometric data” to include fingerprint, voice print, 
and retina or iris image, as well as any “other unique physical 
representation.”328  This phrase might be interpreted to include at least some 
fitness or health-related sensor data.  Texas goes further.  Its statute is 
triggered by any breach of “[s]ensitive personal information,” which includes 
“information that identifies an individual and relates to: (i) the physical or 
mental health or condition of the individual.”329  This quite clearly would 
protect at least fitness-related sensor data. 

 

323. ARK. CODE ANN. § 4-110-103(7)(D) (2011); CAL. CIV. CODE §§ 1798.29(e)(4), .82(e)(4) 
(West Supp. 2014); MO. ANN. STAT. § 407.1500(9)(e) (West 2011); P.R. LAWS ANN. tit. 10, 
§ 4051(a)(5) (2012). 

324. MO. ANN. STAT. § 407.1500(6) (West 2011). 
325. ARK. CODE ANN. § 4-110-103(5) (2011); CAL. CIV. CODE § 1798.81.5(d)(2) (West Supp. 

2014). 
326. 45 C.F.R. § 160.103 (2013); see P.R. LAWS ANN. tit. 10, § 4051(a)(5) (2012) (including 

“[m]edical information protected by the HIPAA” within the definition of “personal information 
file”). 

327. IOWA CODE ANN. § 715C.1(11)(e) (West 2013); NEB. REV. STAT. § 87-802(5)(e) (2008); 
TEX. BUS. & COM. CODE ANN. § 521.002(a)(1)(C) (West Supp. 2014); WIS. STAT. ANN. 
§ 134.98(1)(b)(5) (West 2009). 

328. NEB. REV. STAT. § 87-802(5) (2008); WIS. STAT. ANN. § 134.98(1)(b)(5) (West 2009). 
329. TEX. BUS. & COM. CODE ANN. § 521.002(a)(2)(B)(i) (West Supp. 2014). 
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Thus, in a small minority of states, health- or fitness-related sensor 
data—such as data produced by a Breathometer, Fitbit, Nike+ FuelBand, 
blood-glucose monitor, blood-pressure monitor, or other device—could 
arguably be protected by the state’s data-breach notification law.  In most, 
theft or breach of such data would not trigger public notification.  Moreover, 
none of these state statutes would be triggered by data-security breaches into 
datasets containing other types of sensor data discussed in Part I.  Driving-
related data, for example, would nowhere be covered; location, 
accelerometer, or other data from a smartphone would nowhere be covered; 
smart grid data or data streaming out of Internet of Things home appliances 
would nowhere be covered.  Put most simply, current data-security-breach 
notification laws are ill prepared to alert the public of security problems on 
the Internet of Things. 

D. Consent 

Discrimination, privacy, and security concerns about the Internet of 
Things underscore the new and unique ways in which connected sensor 
devices could harm consumer welfare.  At the same time, the quick and 
massive growth in this market shows consumer desire for these technologies.  
Consumer consent offers one way to reconcile these competing realities: if 
consumers understand and consent to the data flows generated by their 
Fitbits, car monitors, smart home devices, and smartphones, perhaps there is 
no reason to worry.  Unfortunately, consent is unlikely to provide such reas-
surance.  Internet of Things devices complicate consent just as they com-
plicate discrimination, privacy, and security.  Moreover, consumer protection 
law related to privacy-policy disclosures is currently unprepared to deal with 
these issues. 

1. The Technical Problem: Sensor Devices Confuse Notice and 
Choice.—Notice and choice, in other words, consumer consent, has been the 
dominant approach to regulating the Internet for the last decade.  Regulators, 
legislators, and scholars have largely depended on the assumption that so 
long as firms provide accurate information to consumers and consumers have 
an opportunity to choose or reject those firms’ web services, most data-
related issues can be self-regulated.330  Unfortunately, these already-stretched 
assumptions apply uncomfortably in the context of the consumer goods at the 
heart of the Internet of Things. 

a. The Difficulties with Finding Internet of Things Privacy Policies.—
Internet of Things devices are often small, screenless, and lacking an input 

 

330. See generally Lorrie Faith Cranor, Necessary but Not Sufficient: Standardized 
Mechanisms for Privacy Notice and Choice, 10 J. ON TELECOMM. & HIGH TECH. L. 273 (2012) 
(evaluating the effectiveness of the self-regulatory, notice-and-choice approach to privacy laws in 
the United States). 
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mechanism such as a keyboard or touch screen.  A fitness tracker, for 
example, may have small lights and perhaps a tiny display, but no means to 
confront a user with a privacy policy or secure consent.331  Likewise, a home 
electricity or water sensor, connected oven or other appliance, automobile 
tracking device, or other Internet of Things object will not have input and 
output capabilities.  The basic mechanism of notice and choice—to display 
and seek agreement to a privacy policy—can therefore be awkward in this 
context because the devices in question do not facilitate consent. 

This inherently complicates notice and choice for the Internet of Things.  
If an Internet user visits a web page, the privacy policy is available on that 
page.  Although this does not perfectly protect consumer welfare, it at least 
provides a consumer with the option to review privacy- and data-related 
terms at the locus and time of use.  Internet of Things devices, however, are 
currently betwixt and between.  A device most likely has no means to display 
a privacy notice.332  As a result, such information must be conveyed to 
consumers elsewhere: in the box with the device, on the manufacturer’s 
website, or in an associated mobile application. 

At the moment, Internet of Things manufacturers overwhelmingly seem 
to prefer to only provide privacy- and data-related information in website 
privacy policies.  The Appendix shows the results of my survey of twenty 
popular Internet of Things consumer devices, including Fitbit and Nike+ 
Fuelband fitness trackers, the Nest Thermostat, the Breathometer, and 
others.333  For many of the surveyed devices, I actually purchased the object 
in order to inspect the packaging and examine the consumer’s experience of 
opening and activating the device.  For others, I was able to download or 
secure from the manufacturer the relevant material included in the device 
packaging—generally the consumer user or “quick start” guides. 

As indicated in the Appendix, none of the twenty devices included 
privacy- or data-related information in the box.  None even referred in the 
packaging materials or user guides to the existence of a privacy policy on the 
manufacturer’s website.  This is reasonably surprising, given that many of 
these devices are for sale in traditional brick-and-mortar stores and not only 
through the manufacturer’s website, making it possible for a consumer to 
purchase such a device with no notice that it is subject to a privacy policy. 

Internet of Things manufacturers may currently depend on website 
posting of privacy policies for at least two reasons.  First, they may be 
accustomed to including such information on a website and may not have 
considered that a consumer purchasing an object experiences that purchase 
somewhat differently than a user browsing the Internet.  Second, they may 
believe that because Internet of Things devices generally require pairing with 

 

331. See, e.g., Nike+ FuelBand SE, supra note 77. 
332. See, e.g., How It Works, MIMO, http://mimobaby.com/#HowItWorks, archived at http:// 

perma.cc/E6NC-WNFN. 
333. See infra Appendix. 
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a smartphone app or Internet account through the manufacturer’s web 
service, the consumer will receive adequate notice and provide adequate 
consent when downloading that app or activating their online account. 

This belief would be unjustified.  The Appendix shows that for several 
of the products reviewed it was extremely difficult to even locate a relevant 
privacy policy.  Consider just one example.  iHealth manufactures various 
health and fitness devices, including an activity and sleep tracker, a pulse 
oximeter, a blood-pressure wrist monitor, and a wireless body-analysis 
scale.334  All of these work together through the iHealth smartphone or tablet 
app.335  The privacy policy on the iHealth website, however, applies only to 
use of that website—not to use of iHealth products or the iHealth mobile 
app.336  This suggests that iHealth assumes users will confront a second 
product-related privacy notice when activating the mobile app to use their 
products.  At installation, that app presents users with a software license 
agreement, which states that by using the app users may upload personal 
information, including vital signs and other biometric data.337  The agree-
ment also states that “[o]ur use of Personal Data [and] VITALS [biometric 
data] . . . is outlined in our Privacy Policy.”338  At no point, however, is a user 
confronted with that product-related policy, or told where it can be located.  
Were a user to look on the iHealth website, he would find only the policy 
posted there that applies to use of the website, not to use of iHealth products.  
Within the mobile iHealth app, the only mention of privacy is found under 
the Settings function in a tab labeled “Copyright.”  That Copyright tab 
actually includes the application’s Terms of Use, which again references a 
privacy policy that governs product use and sensor data but provides no 
information on where to find that policy.  In short, even an interested 
consumer seeking privacy information about iHealth products and sensor 
data is led in an unending circle of confusion.  This is a horrendous example 
of how not to provide consumers with clear notice and choice about privacy 
information. 

The Appendix lists other examples nearly as confusing.  Some policies 
seem to apply to both website use and sensor-device use.  Other policies limit 
their application to website use, not sensor-device use, but provide no means 
to locate a device-related privacy policy.  This leaves unanswered whether 
 

334. About Us, iHEALTH®, http://www.ihealthlabs.com/about-us/, archived at http://perma.cc 
/5KY5-U953. 

335. Id. 
336. See Privacy Policy, iHEALTH®, http://www.ihealthlabs.com/about-us/privacy-policy/, 

archived at http://perma.cc/47CK-9XJP (setting forth the privacy policy governing information 
collected from visitors, users, and customers of iHealth’s website but not discussing privacy policies 
regarding data gleaned from iHealth devices). 

337. See IHEALTH, TERMS AND CONDITIONS: SOFTWARE END USER LICENSE AGREEMENT (on 
file with author) (stating that by using the iHealth app services, users may upload personal data 
information such as name, e-mail, height, weight, age, and “Vitals” information contained in the 
monitoring hardware purchased from iHealth). 

338. Id. 
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any privacy-related policy applies to the data generated by these devices.339  
In still other cases, two privacy policies vie for users’ attention: one for 
website use, one for sensor device use.  In some ways this is a better 
approach, because it provides clear notice that the sensor device comes with 
a unique set of data-related and privacy issues.  At the same time, this doubles 
the cognitive and attentional load on consumers, who already fail to read even 
one privacy policy.  This approach may also create confusion if consumers 
see the website policy and fail to realize that a second policy exists related to 
their sensor data. 

In addition to the problem of finding a relevant privacy policy, the 
Appendix shows that even when one locates a policy that applies to use of 
these products and the sensor data they generate, many current Internet of 
Things privacy policies provide little real guidance to consumers.  My review 
of these twenty products and their privacy policies reveals two major 
problems. 

b. The Ambiguity of Current Internet of Things Privacy-Policy 
Language.—First, these policies are often confusing about whether sensor or 
biometric data count as “personal information” and thus unclear about how 
such data can be shared with or sold to third parties.340  Some of these policies 
define “personal information” (or “personally identifiable information”) in a 
very traditional manner, as including only name, address, e-mail address, or 
telephone number.341  For such policies, sensor data would not be given the 
heightened protections afforded to personally identifiable information. 

Other policies are significantly less clear.  Some include language that 
might be interpreted to include sensor data.  Breathometer’s privacy policy, 
for example, defines “personal information” as “information that directly 
identifies you, or that can directly identify you, such as your name, shipping 
and/or billing address, e-mail address, phone number, and/or credit card 
information.”342  Although this would generally suggest that sensor data are 
not included, a computer scientist or regulator that understands the problem 
of re-identification might interpret this to mean that test results were included 
as personal information.  The Breathometer privacy policy adds to the 
confusion.  In a section titled “Personal Information We Affirmatively 

 

339. In at least one case, the website privacy policy stated that a second sensor device policy 
existed, but that second policy was only accessible through a separate website.  Privacy Policy, 
PROPELLER HEALTH, http://propellerhealth.com/privacy/, archived at http://perma.cc/6SBE-BJE5; 
Propeller User Agreement, PROPELLER, https://my.propellerhealth.com/terms-of-service, archived 
at http://perma.cc/697K-TQVU. 

340. This problem extends beyond Internet of Things policies.  See Jay P. Kesan et al., 
Information Privacy and Data Control in Cloud Computing: Consumers, Privacy Preferences, and 
Market Efficiency, 70 WASH. & LEE L. REV. 341, 458 (2013) (providing an empirical review of 
terms of service and privacy policies for cloud computing services and concluding that such policies 
rarely provide much detail on firms’ obligations to consumers). 

341. See infra Appendix. 
342. Privacy Policy, BREATHOMETER™, supra note 17. 
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Collect From You,” the policy states that “[u]ser-generated content (such as 
BAC Test results) may include Personal Information.”343  This further 
confuses whether the company will treat sensor readings from a Breath-
ometer as personal information under the policy. 

Similarly, the Nest Thermostat’s privacy policy defines “Personally 
Identifiable Information” as “data that can be reasonably linked to a specific 
individual or household.”344  Given the threat of re-identification of Internet 
of Things sensor data, it is entirely unclear whether the policy’s drafters 
consider Nest Thermostat data to be personally identifiable.  This same issue 
arises in the Belkin WeMo home automation system privacy policy.  That 
policy defines personal information as “any information that can be used to 
identify you.”345  One might therefore believe this to include sensor data if 
such data is easily re-identified.  The policy then goes on, however, to state 
that “Non-Personal Information” includes “usage data relating to . . .  Belkin 
Products.”346  In other words, the policy creates conflict between its definition 
of “personal information” and “non-personal information.” 

This definitional wrangling matters.  Most privacy policies permit 
manufacturers to share or sell non-personal information far more broadly 
than personal information.  The LifeBEAM Helmet privacy policy, for 
example, allows non-personal information to be collected, used, transferred, 
and disclosed for any purpose, but states that “LifeBEAM does not disclose 
personally-identifying information.”347  In addition, certain other terms in 
these privacy policies apply only to personal information.  For example, the 
Breathometer policy contractually provides for user notification in the event 
of a security breach that compromises personal information.348  Because the 
policy leaves unclear whether sensor data are personal information, it is 
unclear whether a user should expect notification in the event that sensor data 
were breached.  Similarly, the Mimo Baby Monitor policy gives broad 
access, correction, and deletion rights to users for “Personal Information” but 
makes no mention of how such rights apply to other information.349 

In short, these Internet of Things privacy policies are often quite unclear 
about whether collected sensor data count as “personal information”—and 
therefore ambiguous as to what rights and obligations apply to such data. 

 

343. Id. 
344. Privacy Statement, NEST, https://nest.com/legal/privacy-statement/, archived at http:// 

perma.cc/V5JC-GGT4. 
345. Belkin Privacy Policy, BELKIN, http://www.belkin.com/us/privacypolicy/, archived at 

http://perma.cc/8VFG-T3CF. 
346. Id. 
347. LifeBEAM Privacy Policy, LIFEBEAM, http://www.life-beam.com/privacy, archived at 

http://perma.cc/6ET2-J284. 
348. See Privacy Policy, BREATHOMETER™, supra note 17. 
349. Privacy Policy, MIMO, http://mimobaby.com/legal/#PrivacyPolicy, archived at http:// 

perma.cc/64RN-6K7D. 
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c. The Glaring Omissions from Internet of Things Privacy Policies.—
Second, the privacy policies for these devices often do not address several 
important issues relevant to consumers.  For example, privacy policies for 
consumer sensor devices often do not mention ownership of sensor data.  Of 
the twenty products covered by the Appendix, only four discussed data 
ownership explicitly.  Of those that did clarify ownership of sensor data, three 
indicated that the manufacturer, not the consumer, owned the sensor data in 
question.350  The BodyMedia Armband’s policy, for example, states that 
“[a]ll data collected including, but not limited to, food-logs, weight, body-
fat-percentage, sensor-data, time recordings, and physiological data . . . are 
and shall remain the sole and exclusive property of BodyMedia.”351  The 
previous version of the Basis Sports Watch policy similarly stated that “[a]ll 
Biometric Data shall remain the sole and exclusive property of BASIS 
Science, Inc.”352  It is only some consolation that at least ownership is clear 
in these few cases. 

Similarly, these policies often do not specify exactly what data the 
device collects or which types of sensors the device employs.  Of the twenty 
products reviewed, only three provided clear information on exactly what 
sensors the product included or what sensor data the product collected.353  A 
few more provided some information on data collected without complete 
detail.  For example, the privacy policy relevant to the Automatic Link 
automobile monitor describes that the device collects location information, 
information on “how you drive,” error codes from the car’s computer, and 
information from both the car’s sensors and the device’s sensors.354  The 
policy does not give detail about what car or device sensors are used or what 
exactly the device records about “how you drive.”  Moreover, the Appendix 
shows that many of these Internet of Things privacy policies provided no 
information on what sensor data their device generated. 

These policies are likewise inconsistent in the access, modification, and 
deletion rights they give consumers.  Most of the twenty policies I reviewed 
said nothing about such rights.  None provided an easy mechanism for 
 

350. These four devices are the BodyMedia Armband, iHealth Blood Pressure Monitor, Basis 
Peak sports watch, and Muse headband; the Muse headband is the only device for which the policy 
indicated the user owned the biometric or sensor data.  See infra Appendix.  Basis recently updated 
the privacy policy on September 29, 2014, removing the data-ownership language.  See Basis 
Privacy Policy, BASIS, http://www.mybasis.com/legal/privacy/, archived at http://perma 
.cc/5GYH-Q3JP. 

351. Privacy Policy, BODYMEDIA®, http://www.bodymedia.com/Support-Help/Policies/Pri 
vacy-Policy, archived at http://perma.cc/M8HF-5EWV. 

352. The new version of the privacy policy removed that ownership language; the only 
ownership language in the new policy states that the user “will be notified via email of any . . . 
change in ownership or control of personal information” arising from a “business transition” 
undertaken by Basis.  Basis Privacy Policy, supra note 350. 

353. These devices are the Basis Peak sports watch, Mimo Baby Monitor, and Nest Thermostat 
or Smoke Detector.  See infra Appendix. 

354. Legal Information: Privacy Policy, AUTOMATIC™, http://www.automatic.com/legal/#pri 
vacy, archived at http://perma.cc/R6BR-23PA. 
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exportation of raw sensor data.  And many were quite confusing about what 
access, modification, and deletion rights a consumer had.  These privacy 
policies sometimes gave users such rights for personal information but not 
for other (non-personal) information.355  As discussed, it is often unclear 
whether sensor or biometric data count as “personal information,” and 
therefore unclear whether users have modification and deletion rights vis-à-
vis those data. 356 

Finally, none of these policies explained how much sensor data were 
processed on the device itself versus transmitted to and processed on the 
company’s servers remotely.  Only three detailed whether encryption tech-
niques were used to protect sensor-gathered data or what techniques were 
specifically employed.357  None detailed the security measures built into the 
device itself to prevent security breach. 

In short, these policies seem to have been shaped by the needs and 
expectations relevant to the normal Internet, not the Internet of Things.  Not 
surprisingly, at the dawn of the Internet of Things, there may not yet have 
been much real consideration of the special issues that Internet of Things 
privacy policies should address.358 

2. The Legal Problem: Consumer Protection Law Is Unprepared.—As 
discussed above, the FTC’s mandate is to police deceptive and unfair trade 
practices.359  In the privacy-policy context, this includes taking action against 
firms that violate their posted privacy policies,360 as well as providing soft 
guidance to firms on what constitutes adequate notice in a privacy policy.361  

 

355. See supra note 349 and accompanying text. 
356. See supra subsection II(D)(1)(b). 
357. The Basis Peak sports watch and Mimo Baby Monitor privacy policies state that biometric 

data are not encrypted; the Nest Thermostat states that data are encrypted.  See infra Appendix. 
358. There has been some academic work on Internet of Things privacy policies, but nothing 

in mainstream legal scholarship.  See, e.g., R.I. Singh et al., Evaluating the Readability of Privacy 
Policies in Mobile Environments, 3 INT’L J. MOBILE HUM. COMPUTER INTERACTION 55, 55–56 

(2011) (exploring the differences between viewing privacy policies on a desktop and on a mobile 
device); Sebastian Speiser et al., Web Technologies and Privacy Policies for the Smart Grid, in 
IECON 2013: PROCEEDINGS OF THE 39TH ANNUAL CONFERENCE OF THE IEEE INDUSTRIAL 

ELECTRONICS SOCIETY 4809, 4811–12 (2013) (examining privacy policies and proposing a new 
architecture for “privacy aware” policy frameworks in the context of smart grids). 

359. See supra notes 310–14 and accompanying text. 
360. E.g., In re GeoCities, 127 F.T.C. 94, 122–32 (1999) (ordering various remedial actions to 

be taken by GeoCities based on allegations that GeoCities had misrepresented its privacy policy). 
361. See FED. TRADE COMM’N, PRIVACY ONLINE: FAIR INFORMATION PRACTICES IN THE 

ELECTRONIC MARKETPLACE 27–28 (2000), available at http://www.ftc.gov/sites/default/files/ 
documents/reports/privacy-online-fair-information-practices-electronic-marketplace-federal-trade-
commission-report/privacy2000.pdf, archived at http://perma.cc/4YEU-TPJX (recommending 
prominently displayed links to privacy policies on a website’s home page and anywhere that 
personal information is collected).  Various commentators have called for more substantive or 
legislative guidance on what terms should be included in online privacy policies.  See Kesan et al., 
supra note 340, at 460 (“We recommend a new legal regime that would emphasize empowering 
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Although the FTC held its first public workshop on the Internet of Things in 
November 2013,362 it has yet to release guidelines or policy recommendations 
specifically related to privacy policies on the Internet of Things.  
Manufacturers therefore have no tailored guidance from the FTC about what 
constitutes adequate notice in Internet of Things privacy policies. 

California’s Office of Privacy Protection has taken the lead among states 
in setting out recommended practices on privacy policies.363  California’s 
Online Privacy Protection Act (COPPA)364 requires a firm operating a 
“commercial Web site or online service” that collects personally identifiable 
information to “conspicuously post” a privacy policy, either on the website 
or, in the case of an “online service,” through “any other reasonably 
accessible means of making the privacy policy available for consumers of the 
online service.”365  The policy must identify the categories of PII collected 
and types of third parties with whom the company shares information.366  If 
the firm provides consumers a mechanism to access or correct PII, the policy 
must explain that process.367  In 2008, the California Office of Privacy 
Protection issued nonbinding guidelines for compliance with these 
requirements.  These guidelines urge firms to include in their privacy policies 
information on how they collect personal information, what kinds of personal 
information they collect, how they use and share such information with 
others, and how they protect data security.368  In addition, California has 
recently promulgated guidelines for how best to adapt privacy policies to the 
smaller screens of mobile phones.369 

Internet of Things firms clearly trigger COPPA’s requirement to have a 
privacy policy, either because they maintain a website or because they 
operate an “online service.”  They must thus disclose the types of PII 
collected and the categories of third parties with whom they share that PII.370  
This is precisely what we see in existing policies, as discussed above.371  
Because neither the FTC nor California—nor any other relevant legislative 
or regulatory actor—has set forth requirements specifically applicable to the 
Internet of Things context, firms are undoubtedly using these baseline 
website requirements as a minimal safe harbor.  They are promulgating 
 

consumers by setting a baseline of protection to ensure that a consumer has control over her own 
data.”). 

362. See supra note 50 and accompanying text. 
363. CA. OFFICE OF PRIVACY PROT., RECOMMENDED PRACTICES ON CALIFORNIA 

INFORMATION-SHARING DISCLOSURES AND PRIVACY POLICY STATEMENTS (2008). 
364. CAL. BUS. & PROF. CODE §§ 22575–22579 (West 2008). 
365. Id. §§ 22575(a), 22577(b)(1), (5). 
366. Id. § 22575(b)(1). 
367. Id. § 22575(b)(2). 
368. CA. OFFICE OF PRIVACY PROT., supra note 363, at 12–14. 
369. CA. DEP’T OF JUSTICE, PRIVACY ON THE GO: RECOMMENDATIONS FOR THE MOBILE 

ECOSYSTEM, at i, 9–13 (2013). 
370. See supra note 366 and accompanying text. 
371. See supra subsection II(D)(1)(b). 
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privacy policies that meet legal requirements created for the Internet, not the 
Internet of Things. 

In short, consumer protection law is essentially unprepared for the 
Internet of Things.  Clearly, firms cannot post deceptive privacy policies for 
Internet of Things devices, but that is relatively little comfort.  Neither the 
FTC nor California has provided substantive guidance on information 
disclosure for Internet of Things devices.  California’s privacy policy law has 
not been revised since 2008, long before the Internet of Things began to take 
shape.  Not surprisingly, then, notice and choice is off to a rocky start in the 
Internet of Things context. 

III. Four (Messy & Imperfect) First Steps 

Let us review the argument to this point.  The Internet of Things is 
developing rapidly as connected sensor-based consumer devices proliferate.  
Millions of health and fitness, automotive, home, employment, and 
smartphone devices are now in use, collecting data on consumers’ behaviors.  
These sensor-based data are so granular and high quality that they permit 
often profound and unexpected inferences about personality, character, 
preferences, and even intentions.  The Internet of Things thus gives rise to 
difficult discrimination problems, both because seemingly innocuous sensor 
data might be used as proxies in illegal racial, age, or gender discrimination 
and because highly tailored economic sorting is itself controversial.  In 
addition, Internet of Things data are difficult to anonymize and secure, 
creating privacy problems.  Finally, notice and choice is an ill-fitting solution 
to these problems, both because Internet of Things devices may not provide 
consumers with inherent notice that data rights are implicated in their use and 
because sensor-device firms seem stuck in a notice paradigm designed for 
websites rather than connected consumer goods.  Currently, discrimination, 
privacy, security, and consumer welfare law are all unprepared to handle the 
legal implications of these new technologies. 

This Part does not propose a grand solution to these problems.  I do not 
call for a new federal statute or urge the creation of a new regulatory agency.  
Such solutions would be elegant but implausible, at least at the moment.  
Scholars have argued for such comprehensive privacy reforms for the last 
decade,372 and Congress has ignored them.  The futility of such large-scale 
projects thus leads me to suggest smaller and more eclectic first steps that 
have some chance of actual effect. 

I do not attempt to impose a theoretically consistent approach on these 
four first steps.  One might, for example, demand procedural due process for 

 

372. See, e.g., Daniel J. Solove & Chris Jay Hoofnagle, A Model Regime of Privacy Protection, 
2006 U. ILL. L. REV. 357, 358 (proposing a “Model Regime” to correct legislative inadequacies in 
consumer privacy protections). 
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consumers373 or argue for state (as opposed to federal) or federal (as opposed 
to state) intervention.  I walk a different line, making use of both procedural 
and more substantive solutions, as well as both federal and state reforms.  My 
purpose is not to propose a course that is perfectly consistent, but instead one 
that can be realistic and pragmatic.  I therefore suggest four messy and 
imperfect first steps toward regulating the Internet of Things: (1) broadening 
existing use constraints—such as some state law on automobile EDRs—to 
dampen discrimination; (2) redefining “personally identifiable information” 
to include biometric and other forms of sensor data; (3) protecting security 
by expanding state data-breach notification laws to include security 
violations related to the Internet of Things; and (4) improving consent by 
providing guidance on how notice and choice should function in the context 
of the Internet of Things. 

My goal is to provoke regulatory and scholarly discussion, as well as to 
provide initial guidance to corporate counsel advising Internet of Things 
firms at this early stage.  In this, I borrow from recent work by Kenneth 
Bamberger and Dierdre Mulligan, who have argued persuasively that chief 
privacy officers and corporate counsel need such guidance on how to uphold 
consumer expectations.374  If privacy regulation focuses exclusively on 
procedural mechanisms for ensuring notice and choice, corporate decision 
makers will likewise focus on such procedural moves.  They will tweak their 
privacy policies, enlarge their fonts, and add more bells and whistles to such 
policies to try to satisfy regulators.  But such hoop jumping may have little 
real impact on consumer welfare.  Providing substantive guidance to 
corporations, however, may lead corporate decision makers down a different 
path.  If legislators, regulators, and the privacy community make clear their 
substantive expectations for the Internet of Things, corporations will likely 
use such norms as guidance for what consumers expect and demand.  This is 
the “privacy-protective power of substantive consumer expectations overlaid 
onto procedural protections.”375 

My goal in this Part is to suggest ways in which regulators, legislators, 
and privacy advocates can begin to provide such substantive guidance to the 
firms creating the Internet of Things.  The Part concludes with a public choice 
argument for urgency—suggesting that we can and must move quickly to set 

 

373. See Kate Crawford & Jason Schultz, Big Data and Due Process: Toward a Framework to 
Redress Predictive Privacy Harms, 55 B.C. L. REV. 93, 126–27 (2014) (arguing that opportunities 
for consumers to air their privacy grievances before a “neutral data arbiter” would comport with 
core values of procedural due process). 

374. See Kenneth A. Bamberger & Deirdre K. Mulligan, Privacy on the Books and on the 
Ground, 63 STAN. L. REV. 247, 298 (2011) (“[D]ecisions at the corporate level might provide the 
best way to avoid privacy harms. . . .  [P]roviding a substantive metric to guide such systemic 
decisions recognizes the fact that the values embedded in technology systems and practices shape 
the range of privacy-protective choices individuals can and do make . . . .” (footnote omitted)). 

375. Id. at 300. 
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guidelines and ground rules before economic interests in the Internet of 
Things ecosystem become overly entrenched and immovable. 

A. A Regulatory Blueprint for the Internet of Things 

1. Dampening Discrimination with Use Constraints.—Use con-
straints—or “don’t use” rules376—are common across the law.  Fifth 
Amendment jurisprudence prohibits a jury from drawing negative inferences 
from a defendant’s failure to testify;377 the FCRA bars consumer reporting 
agencies from including bankruptcies more than ten years old in consumer 
credit reports;378 and the GINA bars the use of genetic information by health 
insurers.379  Such rules  

rest on a social judgment that even if transacting parties both wish to 
reveal and use a particular piece of information, its use should be 
forbidden because of some social harm, such as discriminating against 
those with genetic disorders, that is greater than the social benefits, 
such as the allocative and contractual efficiency created by allowing 
freedom of contract.380 
As a first regulatory step, we should constrain certain uses of Internet of 

Things data if such uses threaten consumer expectations.  This approach is 
substantive rather than procedural, and sectoral rather than comprehensive.381  
The advantages of such an approach include that one can tailor such 
constraints to each particular context and prioritize those contexts that present 
the most risk of consumer harm.  In addition, one can sometimes mobilize 
legislators and regulators that become concerned about discriminatory uses 
of information in a particular context and galvanized about that type of use, 
but who might not adopt more widespread, systemic reforms. 

Consider two broad categories of—and justifications for—use 
constraints: constraints on cross-context use of data and constraints on forced 
data revelation even within a given context. 

 

376. See Peppet, supra note 48, at 1199 (discussing how “don’t use” rules constrain the 
decision-making process by restricting information). 

377. E.g., Mitchell v. United States, 526 U.S. 314, 328 (1999) (holding that the rule against 
negative inferences applies equally to sentencing hearings as to criminal trials); Carter v. Kentucky, 
450 U.S. 288, 305 (1981) (reaffirming precedent requiring judges to charge juries with “no-
inference” instructions when requested by a party asserting Fifth Amendment privileges in a 
criminal case). 

378. See 15 U.S.C. § 1681c(a)(1) (2012). 
379. See 29 U.S.C. § 1182(a)(1) (2012) (“[A] health insurance issuer . . . may not establish rules 

for eligibility . . . based on . . . [g]enetic information.”). 
380. Peppet, supra note 48, at 1200. 
381. In contrast, for example, consider a recent proposal by Tene and Polonetsky calling for 

increased decisional transparency—requiring organizations that use data to disclose how they do so 
and for what purposes.  See Tene & Polonetsky, supra note 19, ¶ 86 (“[W]e propose that 
organizations reveal not only the existence of their databases but also the criteria used in their 
decision-making processes . . . .”). 
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a. Cross-Context Use Constraints.—First, borrowing from Helen 
Nissenbaum’s work on the importance of restraining cross-context data flows 
to protect consumer privacy,382 privacy advocates should focus on keeping 
Internet of Things data use from violating contextual boundaries.  Some 
choices will be easy.  Racial, gender, age, and other forms of already illegal 
discrimination are likely to generate immediate and sympathetic responses.  
If an employer, insurer, or other economic actor were to begin using Internet 
of Things data as a proxy for race or other protected characteristics, 
legislators and regulators are sure to react. 

Beyond racial and other forms of illegal discrimination, there is some 
reason for optimism, however, that use constraints are possible to dampen 
economic discrimination based on cross-context use of Internet of Things 
data.  State legislatures—far more so than Congress—have enacted a variety 
of use constraints that protect consumers’ information.  For example, al-
though relatively little attention has been paid in the legal literature to the use 
of diverse sources of information in credit scoring,383 there has been some 
debate over whether lenders should be permitted to access social media—
Facebook, LinkedIn, Twitter—to factor one’s social context into credit 
determinations.384  Similarly, controversy erupted a few years ago when it 
was publicized that auto insurers were factoring FICO credit scores into auto 
insurance rate setting.385  Consumer groups protested that this cross-context 
use of information was unfair and opaque to consumers.386  Finally, several 
states, including California, Connecticut, Hawaii, Illinois, Maryland, 
Oregon, and Washington, have passed laws limiting employers’ consid-
eration of credit reports,387 even though research has shown that credit scores 

 

382. See HELEN NISSENBAUM, PRIVACY IN CONTEXT: TECHNOLOGY, POLICY, AND THE 

INTEGRITY OF SOCIAL LIFE 2–4 (2010) (constructing a privacy framework centered on “contextual 
integrity” that seeks to incorporate constraints from various sources, such as social norms, policy, 
law, and technical design). 

383. See Cullerton, supra note 257, at 808 (“Although much scholarly attention has been paid 
to the privacy implications of online data mining and aggregation, . . . for use in targeted behavioral 
advertising, relatively little attention has been focused on the adoption of these techniques by 
lenders.” (footnote omitted)).  See generally Lea Shepard, Toward a Stronger Financial History 
Antidiscrimination Norm, 53 B.C. L. REV. 1695, 1700–05 (2012) (detailing the information 
included in consumer reports and credit reports). 

384. See, e.g., Stat Oil: Lenders Are Turning to Social Media to Assess Borrowers, ECONOMIST, 
Feb. 9, 2013, http://www.economist.com/news/finance-and-economics/21571468-lenders-are-
turning-social-media-assess-borrowers-stat-oil, archived at http://perma.cc/KE7J-3LF4 (warning 
about potential concerns with considering social media in lending decisions). 

385. See Herb Weisbaum, Insurance Firms Blasted for Credit Score Rules, NBCNEWS (Jan. 27, 
2010, 5:02 PM), http://www.nbcnews.com/id/35103647/ns/business-consumer_news/t/insurance-
firms-blasted-credit-score-rules/#.VAzDthbfXww, archived at http://perma.cc/3ZTL-FPUK (pro-
viding an overview of how credit scores are used in the insurance industry and describing the 
backlash to that practice). 

386. Id. 
387. CAL. LAB. CODE § 1024.5(a) (West Supp. 2014); CONN. GEN. STAT. ANN. § 31-51tt (West 

Supp. 2014); HAW. REV. STAT. ANN. § 378-2(8) (2010); 820 ILL. COMP. STAT. ANN. 70/10 (West 
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correlate with traits such as impulsivity, self-control or impatience, and 
trustworthiness.388  Such traits are relevant to employers—but inferences 
drawn from one context can be disturbing if used in another.389 

Similarly, state legislators may be galvanized to take action on the use 
of data emerging from the many Internet of Things devices that track and 
measure two of our most privacy-sensitive contexts: the body and the home.  
Although fitness, health, appliance use, and home habit data may be 
economically valuable in employment, insurance, and credit decisions, it is 
also likely that the public will react strongly to discrimination based on such 
sensitive information. 

Advocates, regulators, and legislators might therefore consider these 
two domains as worthy candidates for cross-context use constraints.  First, 
the explosion of fitness and health monitoring devices is no doubt highly 
beneficial to public health and worth encouraging.  At the same time, data 
from these Internet of Things devices should not be usable by insurers to set 
health, life, car, or other premiums.  Nor should these data migrate into 
employment decisions, credit decisions, housing decisions, or other areas of 
public life.  To aid the development of the Internet of Things—and reap the 
potential public-health benefits these devices can create—we should reassure 
the public that their health data will not be used to draw unexpected 
inferences or incorporated into economic decision making.  A woman 
tracking her fertility should not fear that a potential employer could access 
such information and deny her employment; a senior employee monitoring 
his fitness regime should not worry that his irregular heart rate or lack of 
exercise will lead to demotion or termination; a potential homeowner seeking 
a new mortgage should not be concerned that in order to apply for a loan she 
will have to reveal her fitness data to a bank as an indicator of character, 
diligence, or personality. 

Second, Internet of Things devices in the home should be similarly 
protected.  As indicated, it is relatively easy to draw powerful inferences 
about a person’s character from the intimate details of her home life.390  
Whether and how often a person comes home late at night, how regularly she 
cooks for herself, how often she uses her vacuum to clean her home, with 
what frequency she leaves her oven on or her garage door open as she leaves 
the house, whether she turns on her security system at night—all of these 

 

Supp. 2014); MD. CODE ANN., LAB. & EMPL. § 3-711(b) (LexisNexis Supp. 2013); OR. REV. STAT. 
§ 659A.320 (2013); WASH. REV. CODE ANN. § 19.182.020 (West 2013). 

388. Shweta Arya et al., Anatomy of the Credit Score, 95 J. ECON. BEHAV. & ORG. 175, 176–
77 (2013). 

389. See Ruth Desmond, Comment, Consumer Credit Reports and Privacy in the Employment 
Context: The Fair Credit Reporting Act and the Equal Employment for All Act, 44 U.S.F. L. REV. 
907, 911–12 (2010) (lamenting that the availability of credit reports, which often give incomplete 
and out-of-context information, allows employers to “draw potentially misleading conclusions 
about a person’s history and behavior”). 

390. See supra subpart I(C). 
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intimate facts could be the basis for unending inference.  Currently there is 
little to prevent a lender, employer, insurer, or other economic actor from 
seeking or demanding access to such information.  Given the personal nature 
of such data, however, this seems like a ripe area for cross-context use 
constraints to prevent such invasive practices. 

Some will undoubtedly object to this call for cross-context use 
constraints, arguing that the economic benefits of using such data to tailor 
economic decisions outweigh any social costs.  I disagree.  Just because 
everything may reveal everything on the Internet of Things, it does not follow 
that all uses of all data necessarily benefit social welfare.391  If any contexts 
demand respect and autonomy, the body and the home seem likely 
candidates.  Moreover, for the Internet of Things to flourish, consumers must 
be reassured that overly aggressive, cross-context uses of data will be 
controlled.  Early research suggests, for example, that consumers have been 
slow to adopt car-insurance telematics devices out of fear that their driving 
data will leak into other contexts such as employment.392  Research on 
personal fitness monitors reveals similar fears.393  Reasonable constraints on 
cross-context data use will likely facilitate, not inhibit, the development of 
the Internet of Things. 

b. Constraints on Forced Disclosure Even Within a Given Context.—
As a second category, legislators should consider use constraints within a 
given context to prevent forced disclosure of sensitive Internet of Things 
data.  Whereas cross-context use constraints derive their legitimacy from 
privacy theory that shows that context-violating data use threatens consumer 
expectations and welfare, this second type of within-context use constraints 
is grounded in the assumption that consumers should not be forced to reveal 
certain information through economic or other pressure. 

To understand this second type of use constraint and how it differs from 
cross-context constraints, return to the example of automobile EDRs.  
Privacy advocacy groups have argued for use constraints in this context.  The 
Electronic Privacy Information Center (EPIC), for example, has urged the 
NHTSA to limit use of EDR data.394  In particular, EPIC has argued that 
insurers should be forbidden from requiring access to EDR data as a 

 

391. See supra notes 249–50 and accompanying text. 
392. See Johannes Paefgen et al., Resolving the Misalignment Between Consumer Privacy 

Concerns and Ubiquitous IS Design: The Case of Usage-Based Insurance, in ICIS 2012: 
PROCEEDINGS OF THE 33RD INTERNATIONAL CONFERENCE ON INFORMATION SYSTEMS 1, 2 (2012) 
(“[T]he slow diffusion rate of [usage-based motor insurance] has been attributed to [privacy 
concerns] among potential customers . . . .”). 

393. See infra section III(A)(4). 
394. Comment of the Elec. Privacy Info. Ctr. et al., to the Nat’l Highway Traffic Safety Admin., 

Docket No. NHTSA-2012-0177, at 2 (Feb. 11, 2013), available at http://epic.org/privacy/edrs 
/EPIC-Coal-NHTSA-EDR-Cmts.pdf, archived at http://perma.cc/H6EK-BAKY (responding to 
Federal Motor Vehicle Saftey Standards; Event Data Recorders, 49 Fed. Reg. 74,144 (Dec. 13, 
2012)). 



2014] Regulating the Internet of Things 153 

condition of insurability, using EDR data for premium assessment, or 
conditioning the payment of a claim on the use of such data.395  Likewise, 
several states have passed laws limiting EDR data use.396  Four states 
currently forbid insurance companies from requiring that an insured consent 
to future disclosure of EDR data or from requiring access to EDR data as a 
condition of settling an insurance claim.397  One state—Virginia—also 
forbids an insurer from adjusting rates solely based on an insured’s refusal to 
provide EDR data.398 

These statutes illustrate how use constraints can substantively limit data 
use within a given context.  They enact the judgment that insurers should not 
use economic pressure to force consumers to reveal automobile sensor data.  
Other states should consider enacting these restrictions on EDR data. 

In addition, however, state legislatures should broaden these statutes.  
Most of these state statutes currently would not cover the data generated by 
consumer driving and automobile monitors, such as the Automatic Link 
sensor device described in Part I.399  Several states, including Arkansas, 
California, Colorado, Nevada, New Hampshire, and Texas, limit their EDR 
statutes to factory- or manufacturer-installed data recorders.400  These statutes 
thus do not apply to a consumer-installed after-market device.  Other states, 
including Connecticut, Oregon, and Utah, limit their statutory protections 
only to devices that record vehicle data just prior to or after a crash event.401  
Again, this would—somewhat ironically—exclude Internet of Things 

 

395. Id. at 12. 
396. Fifteen states have passed laws related to EDR data.  ARK. CODE ANN. § 23-112-107 

(2014); CAL. VEH. CODE § 9951 (West Supp. 2014); COLO. REV. STAT. ANN. § 12-6-402 (2010); 
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§ 547.615(c), (d) (West 2011); UTAH CODE ANN. § 41-1a-1503 (LexisNexis Supp. 2013); VA. CODE 
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401. CONN. GEN. STAT. ANN. § 14-164aa(a)(1) (West Supp. 2014); OR. REV. STAT. 
§ 105.925(1) (2013) (adopting the definition in 49 C.F.R. § 563.5(b) as of January 1, 2008); UTAH 
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§ 563.5(b) (2013) (same). 
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devices such as the Automatic Link that record far more information around-
the-clock. 

Two states—Virginia and Washington—have enacted broader EDR 
statutes that would protect Internet of Things data from compelled use by an 
insurer.  Virginia and Washington define a “recording device” broadly as “an 
electronic system . . . that primarily . . . preserves or records . . . data collected 
by sensors . . . within the vehicle.”402  If other states adopt new EDR 
statutes—or states with existing but limited EDR statutes consider revision—
they should extend their statutory protections to data collected by after-
market consumer Internet of Things devices, not merely manufacturer-
installed crash-related EDRs.  Doing so will ensure that consumers can 
experiment with the Internet of Things without fear that an insurance 
company will compel revelation of their data. 

In addition, however, states considering new or revised EDR statutes 
should take seriously the threat that everything reveals everything.  Use 
constraints could restrict the use of automobile and driving data for 
employment, credit, and housing decisions, as well as for insurance decisions 
outside of the car-insurance context (e.g., health or life insurance), when the 
decision in question does not directly relate to driving.  Thus, if an employer 
wanted access to driving data from its fleet of vehicles in order to improve 
fleet efficiency or oversee its drivers’ safety, such directly related uses should 
be permitted.  But if an employer sought access to an employee’s personal 
Internet of Things data to make hiring or other employment decisions, a state 
EDR statute should prevent forced revelation of such information. 

By this point it might seem overly detailed to consider this one 
example—automobile EDR data—so carefully.  I predict, however, that the 
control of Internet of Things data will have to happen in this fine-grained 
way.  Each context, device, or type of data will need to be considered.  The 
opportunities for and risks of discrimination based on that data will have to 
be weighed.  And legislators will have to decide whether allowing such 
sensor data to leak into unexpected and sensitive contexts harms consumer 
welfare. 

Various contexts are ripe for consideration.  One can easily imagine 
health and life insurers demanding or seeking access to fitness and health 
sensor data, or home insurers demanding access to home-monitoring system 
data.  As such data become more detailed, sensitive, and revealing, states 
might consider prohibiting insurers from conditioning coverage on their 
revelation.  The Nest Protect, for example, not only alerts a consumer about 
smoke alarms, but also contains motion sensors that track how and when 

 

402. VA. CODE ANN. § 46.2-1088.6(A)(6) (2007); WASH. REV. CODE ANN. § 46.35.010(2) 
(West 2012). 
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users inhabit different parts of their homes.403  Although such information 
might be useful to a home insurer to investigate a fire or casualty claim, it 
seems invasive to permit insurers to demand such detailed information as a 
condition of insurance. 

Similarly, legislators might consider within-context constraints on 
employers who demand disclosure of personal Internet of Things data 
streams.  The Lumo Back posture sensor, for example, is a strap that one 
wears around one’s midsection.404  It constantly monitors one’s posture and 
can aid in recovery from back injuries.405  One can imagine an employer 
becoming quite interested in such data if it were prosecuting a worker’s 
compensation claim or investigating an employee’s work habits in a factory 
or warehouse.  Forcing disclosure of such information, however, will likely 
kill consumer interest in such devices over time.  Reasonable within-context 
use constraints might dampen these problems. 

Some will no doubt object that within-context use constraints are overly 
paternalistic and will prevent certain consumers from making use of their 
Internet of Things data to distinguish themselves in the market as good, 
trustworthy, diligent economic actors.  I have argued elsewhere that forced 
disclosure is and will likely become increasingly problematic as biometric 
and other sensors proliferate.406  There is no reason to repeat that long and 
somewhat complex argument here.  For now, I will simply conclude that 
Internet of Things devices are likely to create a variety of within-context 
forced-disclosure examples that may provoke legislative reaction. 

Of course, in the end my judgment is irrelevant: legislators—
particularly state legislators—will have to weigh consumer welfare and 
determine whether such use constraints seem justified.  At the moment these 
issues of discrimination are not even on the regulatory radar screen.  
Hopefully this proposal to employ use constraints to dampen discrimination 
based on the Internet of Things will begin that conversation. 

2. Protecting Privacy by Redefining Personally Identifiable Informa-
tion in This Context.—A second plausible initial step is to focus attention on 
how the terms “personal information” or “personally identifiable 
information” are used in relation to Internet of Things data.  As indicated in 
Part II, both academic commentators and the FTC have already begun to 
move from a binary definition—where information is or is not PII—to a more 
nuanced approach in which regulation becomes more strict as information 

 

403. See Nest Support, NEST, https://support.nest.com/article/Learn-more-about-the-Nest-
Protect-sensors, archived at http://perma.cc/JT6H-772W (describing the Nest Protect’s ultrasonic 
and occupancy sensors that detect movement and proximity). 

404. Lumo Back, supra note 84. 
405. The Science of LUMOback, LUMO, http://www.lumoback.com/learn/the-science-of-lumo 

back, archived at http://perma.cc/NUK6-JDPY. 
406. See Peppet, supra note 48, at 1159 (“[I]n a signaling economy, the stigma of nondisclosure 

may be worse than the potential discriminatory consequences of full disclosure.”). 
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becomes more likely to identify or be identified with an individual.407  Neither 
scholars nor regulators, however, have focused on the particular issues for 
PII raised by the Internet of Things.408  This has left the door open for Internet 
of Things firms to define “personal information” and “personally identifiable 
information” in a variety of ways in privacy policies and terms of use, as 
indicated by the privacy-policy survey discussed in Part II.409 

As a first step, regulators should issue guidance to Internet of Things 
firms about how to define and treat personally identifiable information in 
their privacy policies, on their websites generally, and in their security 
practices.  Part II asserted that sensor data are particularly difficult to 
anonymize successfully, and at least the computer-science research to date 
seems to support this conclusion.410  If every person’s gait can be uniquely 
identified by their Fitbit data, then Fitbit data are essentially impossible to 
de-identify.411  If every road is unique and therefore a smartphone traveling 
in a vehicle over any given road emits a unique accelerometer data stream, 
then accelerometer data are essentially impossible to de-identify.412  If one 
can be picked out from 1.5 million anonymized cell-phone location streams 
based on just a very small number of known locations over a year-long 
period, then cell-phone location data are essentially impossible to de-
identify.413  If electricity usage can reveal not only that you are watching 
television but what movie you are viewing, then electricity data are 
essentially impossible to de-identify.414 

Internet of Things firms currently act—particularly in their privacy 
policies—as if “personal information” includes only fields such as name, 
address, and telephone number.415  This allows them to use less stringent 
security to protect sensor data from attack, as well as to release aggregated 
de-identified sensor data streams to partners or other third parties under the 
assumption that such information cannot be easily re-identified.416  But if 
Internet of Things sensor data are so sparse as to make re-identification fairly 
simple, such practices are exposing very sensitive consumer information. 

At the very least, corporate and privacy counsel for Internet of Things 
firms should focus on these definitions of PII and consider seriously the 
possibility that they are currently misleading the public.  Several of the 
privacy policies surveyed, for example, make statements that the firm takes 

 

407. See supra section II(B)(2). 
408. See supra section II(B)(2). 
409. See supra section II(D)(1) and infra Appendix. 
410. E.g., Lane et al., supra note 266; Hardesty, supra note 274. 
411. See supra section II(B)(1). 
412. See supra notes 275–77 and accompanying text. 
413. See supra notes 271–74 and accompanying text. 
414. See supra note 154 and accompanying text. 
415. See supra subsection II(D)(1)(b) and infra Appendix. 
416. See supra section II(B)(1). 
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steps to make re-identification of aggregated consumer data impossible.417  
Counsel should investigate whether such promises can actually be upheld, 
given the ways in which computer-science research has shown sensor data 
are vulnerable to re-identification.418 

In addition, regulators—particularly the FTC and California’s Office of 
Privacy Protection—should convene discussions with corporate counsel, 
computer scientists, academics, and privacy advocates to come up with 
guidance for the definition of PII in the Internet of Things context.  For some 
types of Internet of Things devices, it may remain plausible to distinguish 
“personal information” from sensor information.  Whether an Internet-
connected lightbulb is on or off may not reveal much about a user’s identity.  
But for many—perhaps most—Internet of Things firms, the current approach 
to defining the concept of PII seems ill-conceived. 

3.  Protecting Security by Expanding Data-Breach Notification 
Laws.—Third, regulators, corporate counsel, privacy advocates, and others 
should focus on data security for the Internet of Things.  At the very least, 
regulators can promulgate soft guidelines on best practices for securing these 
devices.  California already issues such nonbinding guidelines for Internet 
data generally;419 it and other states should extend such guidance to the 
Internet of Things context.  Data should be encrypted whenever possible; 
firmware should be updatable to allow for future measures to address security 
flaws; and data should be collected, transmitted, and stored only as necessary 
to make the device function.420  By giving guidance to Internet of Things 
firms, regulators can generate interest in and discussion of what constitutes 
industry standard in this new area. 

Beyond that, however, states should extend their data-breach 
notification laws to reach Internet of Things sensor data.  Public disclosure 
of data breaches serves a reputational sanction function and allows the public 
to mitigate the harm from data theft.421  It is essentially a market mechanism 
to address data security, rather than an administrative one.422  Coupled with 
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substantive guidance from regulators on data-security best practices for the 
Internet of Things, data-breach notification can play a powerful role in 
disciplining device manufacturers.423  Research has shown that data-breach 
notification requirements are important to firms and corporate counsel, who 
take the reputational consequences of such notice seriously.424 

To extend data-breach notification law to the Internet of Things will 
require revision of the definitions in existing state statutes.  As indicated in 
Part II, only a few such statutes even arguably apply currently to breach of 
Internet of Things sensor data.425  To remedy this, states can take one of two 
approaches. 

First, a state could simply alter the definition of “personal information” 
in their data-breach statute to include name plus biometric or other sensor-
based data such as, but not necessarily limited to, information from fitness 
and health sensor devices; automobile sensors; home appliance, electricity, 
and other sensors; and smartphone sensors.  This approach would continue 
the current practice of applying data-breach notification statutes only to 
already-identified datasets—in other words, datasets that include name or 
other clearly identifying information.  As this is the dominant current 
approach to state data-breach notification laws, it seems likely that were 
states to consider extending such laws to Internet of Things sensor data, they 
would continue to require theft of name plus sensitive sensor information. 

A second approach would abandon the “name plus” formula, instead 
triggering data-breach notification if even de-identified datasets were 
breached.  As indicated, most state laws do not currently extend to de-
identified datasets.426  If a state legislature is going to take up revision of their 
data-breach notification law, however, they might consider the continued 
wisdom of this limitation.  As discussed in the previous section, easy re-
identification of Internet of Things data suggests that even de-identified 
sensor datasets should be protected by data-breach notification statutes.  
Thus, a state could abandon the name plus approach and trigger notification 
if de-identified sensor data were stolen. 

Either reform would significantly improve on the status quo.  Currently, 
consumers have no way to know whether Internet of Things firms are under 
attack or if their potentially sensitive information has been stolen.  As 
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consumers behavior is increasingly measured, quantified, analyzed, and 
stored by the Internet of Things, it is reasonable that one’s weight, heart rate, 
fertility cycles, driving abilities, and personal habits at home should be 
protected as much as one’s credit card or Social Security number.  Such 
statutory amendment would bring the Internet of Things on par with the way 
in which we treat other types of sensitive information. 

4. Improving Consent by Guiding Internet of Things Consumer 
Disclosures.—Finally, a fourth initial step would be to provide guidance on 
how to secure consumer consent to privacy practices on the Internet of 
Things.  Such guidance must come, again, from the FTC, California’s Office 
of Privacy Protection, similar state regulatory bodies, and privacy advocacy 
groups. 

As an initial caveat, I do not want to place too much emphasis on consent 
as a solution to discrimination, privacy, and security problems.  Most 
regulatory approaches to information privacy suffer from the delusion that 
consent can sanitize questionable privacy practices.  Daniel Solove has called 
this the “privacy self-management” approach—the belief that providing 
consumers with sufficient information and control will allow them to “decide 
for themselves how to weigh the costs and benefits of the collection, use, or 
disclosure of their information.”427  Unfortunately, privacy self-management 
fails for a variety of reasons, as Solove and others have shown.428  Consumers 
are uninformed, cognitively overwhelmed, and structurally ill-equipped to 
manage the vast information and myriad decisions that privacy self-
management requires.429 

 
With that caveat in place, however, focusing on Internet of Things 

privacy policies is still worthwhile for two reasons.  First, consumers and 
consumer advocates should at least have some chance of using privacy 
policies to assess the implications of product choices.  Acknowledging the 
limitations of consumer use of notice and choice does not justify allowing 
firms to confuse consumers with poor privacy policies.  Second, privacy 
policies are one of the few regulatory tools currently available.430  As 
discussed, the FTC’s authority to constrain deceptive practices is a relatively 
stable ground for regulatory action.431  Thus, it is worth focusing at least some 
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attention on the ways in which consumer protection law can address Internet 
of Things privacy policies. 

Regulatory guidance must be grounded in protecting consumer 
expectations in this context.  Relatively little empirical research has been 
done to date exploring those expectations for the Internet of Things.432  
Preliminary research about this new class of devices, however, does reveal 
certain basic consumer concerns.  For example, Pedrag Klasnja and his 
coauthors studied twenty-eight subjects using fitness trackers over several 
months.433  They found that study participants’ privacy concerns varied 
depending on (1) what types of sensors the tracker employed (e.g., 
accelerometers, GPS, or audio recordings); (2) the length of time data were 
retained (e.g., kept indefinitely or discarded quickly); (3) the contexts in 
which the participants used the sensors (e.g., work or home); (4) the 
perceived value to the participants of the sensor-enabled applications; and 
(5) whether data were stored on the users’ device, on a website, or in the 
cloud.434  Similarly, in a recent study of Fitbit, Withings scales, and other 
health-related sensor devices, Debjanee Barua and her coauthors found that 
users want to be able to have a copy of the data such devices produce.435  This 
is the simplest level of control over one’s data—the ability to inspect, 
manipulate, and store your own information.436  As the authors note, 
however, even this basic level of control is not supported by current 
consumer products: “With the state of present sensors, this is a problem.  
Typically, each sensor, and its associated data, is under the control of its 
manufacturer. . . .  [T]his does not make it feasible for most people to get a 
copy of their own data.”437 

Finally, in one of the most interesting studies to date, Heather Patterson 
and well-known privacy scholar Helen Nissenbaum focused on user 
expectations of privacy regarding Fitbit and other fitness data.438  Their study 
builds on the basic finding that Americans are generally concerned about 
health-related data being used outside of the medical context: 77% are 
concerned about such information being used for marketing, 56% are 
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concerned about employer access, and 53% worry about insurer access.439  
Patterson and Nissenbaum found that participants were concerned about the 
potential for discrimination in hiring and insurance,440 overly personal 
marketing efforts based on Fitbit data,441 and data security.442  Patterson and 
Nissenbaum conclude that “[s]elf-tracking services should . . . be concrete 
about information disclosures, explaining to users the conditions under which 
particular third parties, including employers, insurance companies, and 
commercial researchers, may obtain access to their data, and giving users the 
explicit right to opt out of these disclosures.”443 

Together, these studies suggest that Internet of Things consumers want 
answers to such seemingly basic questions as: 

 What exact information does the device collect about itself or 
its user, using what sorts of sensors?  

 Is that information stored on the device itself, on the user’s 
smartphone (assuming the device interacts with the user’s 
phone), on the manufacturer’s servers in the cloud, or all of 
the above? 

 Is that information encrypted and how? 

 If the information is stored in a de-identified form, does the 
manufacturer maintain the ability to re-identify the informa-
tion (for example, in response to a subpoena)? 

 Can the user gain access to the raw sensor data in order to 
export it to another service or device? 

 Can the user view, edit, or delete sensor data from the 
manufacturer’s servers, if it is kept there? 

 According to the device manufacturer, who owns the data in 
question? 

 Who exactly will the manufacturer or service share the data 
with, and will the user have any right to opt out of such 
disclosures? 

Such information would provide consumers with the information 
needed to make informed choices about such connected devices.  
Unfortunately, subpart II(D) showed that current industry practice provides 
nothing near this level of disclosure.444  Instead, existing Internet of Things 
privacy policies tend to leave unanswered most or all of these basic questions. 
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I suggest four basic reforms to current practice, beyond the redefinition 
of “personally identifiable information” already discussed above.445  First, 
regulators should seek industry consensus on best practices for where and 
when to give consumers notice about privacy and data issues.  Firms should 
either include the relevant product-related privacy policy in the box with a 
consumer Internet of Things device or should provide clear information with 
the product about how a user can find that policy.  In addition, firms should 
clarify whether website policies apply only to website use or also to data 
generated by product use.  If the latter, that merged policy should clearly and 
directly address the sensor data generated by an Internet of Things device and 
clarify any distinctions in how such data are handled (as compared to data 
generated by website use). 

Second, Internet of Things privacy policies should commit firms to the 
principle that consumers own the sensor data generated by their bodies, cars, 
homes, smartphones, and other devices.  As a corollary to this commitment, 
firms should be encouraged to give users clear access, modification, and 
deletion rights vis-à-vis sensor data.  As indicated in Part II, none of the 
surveyed privacy policies provided for user ownership of sensor data, and 
only a very few even addressed access rights to sensor data specifically.446  
Although firms currently sometimes give consumers the right to change 
“personal information,” lack of clarity about whether sensor data qualifies as 
personal information currently makes those rights relatively weak vis-à-vis 
sensor data. 

Third, Internet of Things privacy policies should specify what sensors 
are used in a device, exactly what data those sensors create, for what purposes 
those data are used, and how (and for how long) those data are stored.  
Consumers should be told whether sensor data are kept on the device or in 
the cloud, and should be given clear notice that cloud storage means that the 
data is both more vulnerable to security breach and available for subpoena or 
other discovery.  If sensor data are stored in the cloud, firms should disclose 
whether such data are stored in encrypted or de-identified form. 

Finally, Internet of Things firms should commit not to share even 
aggregated, de-identified sensor data that poses reasonable risk of re-
identification.  This is a corollary of my argument in section III(A)(2) for re-
defining personally identifiable information in this context, but deserves 
separate mention.  Sensor data are so sensitive and revealing that consumers 
should be reassured that they will not leak into the public sphere.  I would 
urge regulators and privacy advocates to encourage Internet of Things firms 
to adopt a simple principle: when in doubt, assume that sensor data can be re-
identified.  Such firms would do well to build their business models around 
the assumption that they cannot share even aggregated, de-identified sensor 
data without significant reputational, market, and regulatory risk. 
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These basic reforms to Internet of Things privacy policies are meant to 
begin a conversation between regulators, consumer advocates, privacy 
scholars, and corporate counsel.  This is a new and evolving field full of new 
and evolving products.  My review of the status quo reveals that reform is 
necessary to minimize consumer confusion and make Internet of Things 
privacy policies at least plausibly useful.  But this conversation will take time 
and consensus building between regulators and market players.  As the next 
and final subpart shows, however, the conversation must begin with some 
urgency. 

B. Seize the Moment: Why Public Choice Problems Demand Urgency 

This brings us to our final topic: the public choice problems inherent in 
addressing the Internet of Things and the resulting need for urgency.  The 
informational privacy field has long lamented the difficulties of enacting 
legislative privacy reforms.447  Congress has largely ignored academic and 
even regulatory proposals over the last decade.  What chance, then, is there 
for managing these problems of discrimination, privacy, security, and 
consent in the Internet of Things context? 

There are two reasons for hope.  First, sensor-based tracking tends to 
garner strong responses from the public and its representatives.  Various 
states raced to forbid employers from requiring employees to implant 
subcutaneous RFID tags even before employers tried.448  Several states have 
addressed GPS locational tracking, which galvanizes public reaction.449  And, 
as indicated, some states have focused on automobile EDR data and various 
cross-context use constraints to control sensor data use.450  In short, sensors 
tend to scare people—the potential harms they present are perhaps more 
salient than the more vague or generalized harms of Internet tracking.  As a 
result, reformers may find it easier to mobilize support for shaping the 
Internet of Things than for cabining Internet or web data generally. 

Second, the Internet of Things is relatively new, and therefore industry 
has perhaps not yet hardened its views on how these data streams should be 
managed.  Lior Strahilevitz has recently noted the importance of identifying 
winners and losers in privacy contests and of analyzing the public choice 
issues that thus arise.451  I have likewise tried to focus informational privacy 
scholars on these issues.452  As firms find ways to profit from Internet of 
Things information, those firms will increasingly push for sparse regulation 
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of such data uses.  As the Internet of Things moves from start-ups to large, 
established Internet players—witness Google’s recent acquisition of the Nest 
Thermostat453—those players will have more power to resist shaping of the 
industry.  For now, however, most of the consumer products reviewed in this 
Article are the work of small, relatively new entrants to this emerging market.  
Advocates, regulators, and corporate counsel have an opportunity to guide 
such firms towards best practices.  And even as larger firms create Internet 
of Things products or acquire such devices from start-ups, the newness of 
this field is likely to temporarily permit some collaboration between those 
seeking increased regulation and those building the Internet of Things. 

This suggests a need for urgency.  Not only are consumers currently 
vulnerable to the discrimination, privacy, security, and consent problems 
outlined here, but it may become harder over time to address such issues.  In 
technological and political circles it may be convenient to prescribe a “wait 
and see—let the market evolve” stance, but the reality is that as time passes 
it will likely become more difficult, not easier, for consumer advocates, 
regulators, and legislators to act.  The Internet of Things is here.  It would be 
wise to respond as quickly as possible to its inherent challenges. 

Conclusion 

This Article has mapped the sensor devices at the heart of the consumer 
Internet of Things, explored the four main problems such devices create, and 
put forth plausible first steps towards constraining those problems.  Although 
my argument’s scope is broad, I have tried to show detailed examples of 
regulatory solutions that have a chance of succeeding in this new arena.  As 
with many such efforts, I am humble in my expectations, hoping mostly to 
provoke debate and serious consideration of how best to regulate the 
emerging Internet of Things. 
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Appendix 
Internet of Things Privacy Policies 
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